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FUZZY GRAPH EMBEDDING (FGE)

" FGE is an explicit graph embedding function ¢. It maps an ® Multilevel analysis of graph:
attributed graph AG=(V,E, 4V, 1/f) from graph space G to a point
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" Numeric feature vector encodes information by employing:
= Application to graphics recognition and object recognition. - fuzzy histogram of numeric information
. - crisp histogram of symbolic information
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Figure : A pmmitree shape, its atinbuted graph representation and the feature vector

representation obtained after explicit graph embedding.
Experimentation on model symbols from GREC 2005 database

SUBGRAPH SPOTTING

®C ® 0
& S @
@
(_\/ -I o °
[y -
N @
Y oo / ® o
® ®
0‘& o
1 - a collection of graphs 2 —two-node subgraphs extracted 3 — subgraphs mapped to n-dimensional 4 - feature vectors clustered in groups
from graphs feature vector space
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" Application to content based information retrieval from graphic document image repositories. ™. G
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