
Table Detection Performance
•62 Arabic handwritten documents are scanned at 

600 dpi. The ground-truth for text regions (HW 
vs. MP) is available as bounding polygons. 

•20 pages for testing and the other 42 for training. 
•Use area ratio-based measures proposed in 

Shafait and Smith [5], where bounding boxes are 
used to describe table regions. 

Conclusions and Future Work
•Existing methods in MP documents do not 

completely solve the problem in HW documents.
•Part of the errors are caused by complicated 

layouts, such as letter forms, signatures, etc.
•Future work includes detection methods requiring 

no row segmentation, and better layout analysis.
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Table Detection in HW Documents
Table Detection via Dynamic Programming [3]

Each page is decomposed into:
1. one table
2. multiple tables
Row correlation is based on inside-space stream.

Introduction
Document image analysis (DIA) is the subfield of 
digital image processing that aims at converting 
document images to a symbolic form for 
modification, storage, retrieval, reuse, and 
transmission [1]. However, more information is 
conveyed in addition to such a transcription, e.g., 
writer idiosyncrasies, data arrangement (tables, 
forms, etc.). 
Metadata in Context [2]:
•Descriptive Metadata: describes a resource for 

discovery and identification, e.g., author, and 
writer idiosyncrasies. 

•Structural Metadata: indicates how document 
components are organized, e.g., tables, pre-
printed ruling lines, etc. 

Thesis Hypothesis:
By exploiting various metadata in off-line 
handwritten documents, we are able to restore the 
original structure between documents, build new 
relationships from them, and facilitate problem 
solving in information retrieval tasks.

Writer Identification Performance
•Baseline uses real handwriting only (Arabic)

•Better Subspace Searching

Conclusions and Future Work
•MPH can be useful for writer ID, in addition to 

handwriting recognition. 
• It is possible to find better subspace of 

parameters s.t. more gains are acquired.
•Future work includes simulation-based approach 

that requires no expensive classifier re-training.

Ruling Line Detection Performance
Table 2. Performance comparison of our model-based 

ruling line detection and an existing algorithm [4].

Conclusions and Future Work
•Propose an effective model-based ruling line 

detection algorithm.
•Scale-up experiments and the effects on 

applications such as writer ID are ongoing.

Model-based Ruling Line Detection
Scenarios and Methodologies
•Pre-printed ruling lines are used to help people 

write neatly on paper. In document analysis, 
however, they create challenges for handwriting 
recognition and writer identification. 

•Rewrite the residual function and solve it:

•Ground-truth on the page level and measure 
directly the detection errors as:

Exploiting Metadata for Off-line Handwritten 
Documents: Modeling and Applications

Writer ID w/ Severe Data Constraints
Scenarios and Methodologies
•Although usually assumed sufficient for research, 

data can become a problem for real-world writer 
ID, e.g., authors are unavailable, uncooperative.

•Model-Generated Handwriting and Model-
Perturbed Handwriting can be used. 

•We adopt Varga and Bunke’s perturbation model 
[6] and employ user studies to calibrate [7].
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B. Performance Measures

Various performance measures have been proposed for
evaluating table detection algorithms. Simple measures in-
clude precision and recall [14]. More sophisticated ones in-
clude computing the similarity of two documents in terms of
their table structures [1]. We use area-ratio-based measures
proposed by Shafait and Smith [7], as explained below.

Shafait and Smith use bounding boxes to describe detected
tables and the ground-truth. Denote Gi as the bounding box
for the i-th ground-truthed table, and Dj as the one for the
j-th detected table on a page. Then the overlap ratio between
these two tables is defined as:

A(Gi, Dj) =
2|Gi \Dj |
|Gi|+ |Dj | , A 2 [0, 1] (7)

where |Gi\Dj | is the joint area of two tables, and |Gi|, |Dj |
are the individual areas of two tables. They further categorize
detection results as:
Correct Detection: |A| � 0.9 with a one-to-one correspon-
dence between detected and ground-truth tables.
Partial Detection: 0.1 < A < 0.9 with a one-to-one
correspondence between detected and ground-truth tables.
Over-segmentation: multiple detected tables correspond to
one ground-truth table.
Under-segmentation: multiple ground-truth tables corre-
spond to one detected table.
Missed Table: ground-truth tables have marginal overlap
with detected ones, i.e., A  0.1.
False Positive Detection: detected tables have marginal
overlap with ground-truth ones, i.e., A  0.1.
Area Precision:

Area of ground-truth regions in detected regions
Area of all detected table regions

(8)

Area Recall:
Area of ground-truth regions in detected regions

Area of all ground-truth table regions
(9)

VI. EXPERIMENTAL RESULTS

Good recall for text tiles in the SVM classification
is critical for the table detection algorithm. We tried tile
sizes of 20 ⇥ 20, 25 ⇥ 25, 30 ⇥ 30, and 35 ⇥ 35, and
found that 25⇥ 25 gave the best performance: 94.63%. We
correctly classified 35, 291 out of 37, 293 tiles for the 20
test documents.

We plot our table detection results in Figure 3. Among the
23 tables present in the 20 test pages, our algorithm detected
nine correctly and six partially correctly. Although obtaining
a high percentage for correct detection seems hard, we did
achieve reasonable performance in terms of area precision

(77.6%) and area recall (84.0%).
In terms of errors, we observed a relatively high percent-

age of over-segmentation: 26.1%. One reason for this might
be failures in text tile classification. Another might be that in
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Figure 3: Experimental results based on a set of performance
measures.

the test pages, several tables had cells that were left blank.
Both of these issues will result in low correlation scores. An
example of over-segmentation is shown in Figure 4a.

Figure 4b shows a case of under-segmentation. This page
has a complicated layout: letter-like text, a table (form) that
mixes machine-print and handwritten text, and a table with
rulings. Since the detected table (the center red rectangle)
overlaps with the form and the table at the bottom, we
consider this to be an under-segmentation. Note that the
letter-like region at the top of the page was mistakenly
detected as a table. This is because the inside space between
the first two lines is taken to resemble a table structure,
which is a mistake.

In some cases, the decision as to when to separate two
tables went wrong, as shown in Figure 4c. Since rows in
these tables are far apart, they were mistakenly assigned
negative correlation scores and thus were missed by the
detection algorithm. One possible solution is to adapt the
threshold to the spacing between rows.

Other document layouts, such as signature blocks, pose
problems as well. Figure 4d shows such a situation. In
this page, the signature at the top of the page and the text
adjacent to it show strong correlation, so they are detected
as part of a table. The same is true at the bottom of the page:
the signature should not be included in the table region.

Although our test data is written in Arabic, the method we
have described should be script-independent. GSC features
are widely used for document analysis in a number of
different languages. Testing on other datasets is ongoing.

We believe it should be possible to improve table detection
accuracy in a number of ways. Instead of using equal-sized
tiles, we might consider using variable-sized ones so that the
stroke curvature of text is preserved. A more precise way of
segmenting text tiles into candidate table rows would benefit
the algorithm. Finally, artifacts and noise can corrupt the
correlation computation. By first excluding signatures, logos,

A high-level view of modules of 
document analysis system for various applications.
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Fig. 1: A high-level view of modules of document analysis system for various applications.

we define document metadata as a class of information that is beyond the symbolic transcription

of a handwritten page. We hypothesize that by exploiting such metadata information, we are

able to restore the original relationships between documents, build new relationships from them,

and facilitate problem solving in information retrieval tasks.

II. 2-D ARRANGEMENT METADATA

A. Description

The two-dimensional arrangement of text cells conveys more critical information than the

symbolic form itself. For example, for each table cell, its relationship with the row head and

column head build a logical relationship for the three table component. In the Digital Library area,

researchers propose a table-specific search engine prototype that detects tables from documents

(mainly PDF files in digital libraries and scientists’ webpages) , recognizes, indexes, and ranks

them, as well as provides a user interface for searching them [10], [11]. In addition, researchers

have also found its efficacy on building “Question-Answering” (QA) systems [7]. There exists a

lot of work that attempts to detect tables in electronic data format, such as HTML files, PDF files,

and also on printed documents [12]. However, little work has been conducted on handwritten

documents where the task is more challenging because traditional assumptions on well segmented
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(a) Over-segmentation. (b) Under-segmentation. (c) Missed tables. (d) False positive case at the top.

Figure 4: Snapshots for the different types of errors seen in our experiments: over-segmentation, under-segmentation, missed
tables, and false positive tables. Note that Figure 4b contains multiple errors – see the text for explanation.

etc., we should be able to further improve performance.

VII. CONCLUSIONS AND FUTURE WORK

Although much related work has been done in the domain
of machine-print, table detection is likely to be more chal-
lenging for unconstrained off-line handwritten documents.
In this paper, we have investigated this problem, basing our
approach on the text/non-text classification of small image
tiles, and then applying a bottom-up approach to group
tiles into candidate table rows. We showed how to measure
the correlation between potential table rows and presented
a dynamic programming algorithm to solve the resulting
optimization problem. Preliminary experimental results seem
promising, but also suggest areas in which improvements
must be made, several of which are now under investigation.
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(a) After clutter removal. (b) Detected text tiles. (c) Segmented candidate table rows. (d) Detected tables.

Figure 2: Snapshots for the intermediate results of our table detection approach.

some number of tables given a similarity measure between
individual rows. This decomposition is formulated as:

score[i, j] = max

⇢
tab[i, j]
maxik<j{score[i, k] + score[k + 1, j]}

(1)
where 1  i < j  n, and the boundary condition is:

score[i, i] = tab[i, i] 1  i  n (2)

The value tab[i, j] represents the score when interpreting
rows i through j as a single table:

tab[i, j] = max

⇢
meritpre(i, [i+ 1, j]) + tab[i+ 1, j]
tab[i, j � 1] +meritapp([i, j � 1], j)

(3)
where 1  i < j  n, and the boundary condition is:

tab[i, i] = 0 1  i  n (4)

In other words, tab[i, j] is computed by either pre-pending
the first row Row[i] to the beginning of tab[i � 1, j], or
appending the last row Row[j] to the end of tab[i, j � 1].

Next, meritapp(·) and meritpre(·) are defined as the
summations of decaying correlation scores:

meritpre(i, [i+1, j]) =
jX

k=i+1

1

e

�(k�i�1)
⇥lncorr(i, k) (5)

and

meritapp([i, j�1], j) =
j�1X

k=i

1

e

�(j�1�k)
⇥ lncorr(k, j) (6)

where � is a constant parameter that controls the exponential
decay and is been set to 0.1 empirically.

At the lower level of the algorithm, the similarity between
two candidate table rows is computed as the inside space

correlation lncorr(·, ·). Here “inside space” means white-
space that resides between two foreground components (text
tiles in our discussion). Since we have detected table rows
and the tiles they contain, we quantize each row using the
tile size for the correlation computation, similar to the use
of character width for machine-print documents.

The computation of the line correlation lncorr(·, ·) is
defined differently in our work since we have found that the
original correlation measure is not strong enough to cope
with the large spatial variation in handwriting. Instead, we
measure lengths and accumulate the score by multiplying by
two. Hu, et al.’s method treats two tables as one when they
are vertically separate and there are no text lines between
them, as shown in Eq. 1. Therefore, when adjacent rows
(j = i + 1) are vertically separated by fours times the row
height (H) or more, they receive penalty correlation scores
(�100 in our experiments).

In the end, we back-track through the score[·] matrix to
recover the optimal decomposition. At the same time, we
record associated k-values in Eq. 1 as the dividing rows
between distinct tables.

V. EXPERIMENTAL SETUP

A. Data Preparation

We have tested our method using a dataset provided by
the Linguistic Data Consortium (LDC) [13]. This consists
of 61 Arabic handwritten documents scanned at a resolution
of 300 dpi and then binarized. The dataset is made up of
real-world documents, so the handwriting is “messy” and
unconstrained, in contrast to pages prepared specifically for
research. The ground-truth for text regions (handwriting,
machine-print) is available as bounding polygons. For table
detection, we randomly selected 20 pages as the test set and
the remaining 42 pages for training the SVM classifier.

(a) A line of Arabic Handwriting.

(b) After horizontal scaling, the horizontal distances between components and the component widths changed.

(c) After vertical scaling, the component heights changed.

(d) After baseline bending, the component bottoms were not necessarily aligned on a straight line.

(e) After shearing, more components were tilted.
Figure 1: An example of four synthesizing transformations used in our experiments. Dashed lines highlight
several altered parts.

Proposition 1: When real data is limited, dataset amplification can benefit identification performance.
Proposition 2: It is beneficial to fine-tune the parameters suggested by the user studies. In addition, the
parameter subspace can perform statistically significantly better than the original.
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Figure 2: Performance gains using horizontal scaling, vertical scaling, baseline bending, and shearing transfor-
mations to perturb handwritten text lines for training. The “Mixed” curves means combining all four transfor-
mations together to form a dataset.

vector, and li,k means the i-th line is written by the k-th writer. Then the decision is made on the maximum
votes within its corresponding page, as the following equation shows:

Identity Hypothesis(x) = argmax
k

|dj :li∈dj|∑

i

p(li,k|x) (5)

where dj denotes the document page j that contains the handwriting text line li, and | · | computes the number
of lines in a document page.

5. EXPERIMENTAL RESULTS

Now we provide evidence to support the two propositions in Section 5.1 and Section 5.2, respectively. In
Section 5.3, we justify the statistical significance of the performance gains discussed in Section 5.2.

5.1 Performance using Perturbed Data

As shown in Table 1, the baseline system was trained on only 259 handwritten lines and without surprise,
the identification performance was not satisfactory. However, we achieved roughly a 24x performance gain
using individual transformations. Moreover, we achieved a 36x performance gain when we combined all four
transformations. Note this case is not shown in Figure 2b since other gains are about one order of magnitude
smaller.

Next, we investigated how the performance gains vary when real data increases. To implement this, we
gradually increased the size of real datasets for training. In each of the settings, we transformed every hand-
written text line using corresponding parameters. Next, we trained the SVM classifier and then decoded on
the same testing dataset. Similar as the above experiment, we measured the performance gains by individual
transformation datasets, as well as the mixed dataset.

As expected, the curve trends of Figure 2 align with our hypothesis that the more real data involved, the less
benefits can perturbed data provide. Comparing the performance gains between using one line/writer and two
lines/writer, we observed a gain reduction from 36x to 2.4x (the “Mixed” set in Figure 2b). Still, it is beneficial
to include perturbed handwriting in the training process. As more and more real data become available, the
performance gains were decreasing. In the end, perturbed data would did not help because writers’ handwriting
idiosyncrasies were covered by real data.
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Figure 2: Performance gains using horizontal scaling, vertical scaling, baseline bending, and shearing transfor-
mations to perturb handwritten text lines for training. The “Mixed” curves means combining all four transfor-
mations together to form a dataset.

vector, and li,k means the i-th line is written by the k-th writer. Then the decision is made on the maximum
votes within its corresponding page, as the following equation shows:

Identity Hypothesis(x) = argmax
k

|dj :li∈dj|∑

i

p(li,k|x) (5)

where dj denotes the document page j that contains the handwriting text line li, and | · | computes the number
of lines in a document page.

5. EXPERIMENTAL RESULTS

Now we provide evidence to support the two propositions in Section 5.1 and Section 5.2, respectively. In
Section 5.3, we justify the statistical significance of the performance gains discussed in Section 5.2.

5.1 Performance using Perturbed Data

As shown in Table 1, the baseline system was trained on only 259 handwritten lines and without surprise,
the identification performance was not satisfactory. However, we achieved roughly a 24x performance gain
using individual transformations. Moreover, we achieved a 36x performance gain when we combined all four
transformations. Note this case is not shown in Figure 2b since other gains are about one order of magnitude
smaller.

Next, we investigated how the performance gains vary when real data increases. To implement this, we
gradually increased the size of real datasets for training. In each of the settings, we transformed every hand-
written text line using corresponding parameters. Next, we trained the SVM classifier and then decoded on
the same testing dataset. Similar as the above experiment, we measured the performance gains by individual
transformation datasets, as well as the mixed dataset.

As expected, the curve trends of Figure 2 align with our hypothesis that the more real data involved, the less
benefits can perturbed data provide. Comparing the performance gains between using one line/writer and two
lines/writer, we observed a gain reduction from 36x to 2.4x (the “Mixed” set in Figure 2b). Still, it is beneficial
to include perturbed handwriting in the training process. As more and more real data become available, the
performance gains were decreasing. In the end, perturbed data would did not help because writers’ handwriting
idiosyncrasies were covered by real data.
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Figure 3: Experiments that have different sizes of parameter spaces for handwriting perturbation.

5.2 Performance for Parameter Subspaces

So far we have not taken into account the overhead of using perturbed handwriting. For each handwritten text
line, there are nine transformations for horizontal scaling, 10 for vertical scaling, 16 for shearing, and four for
baseline bending. Adding these numbers up, the mixed dataset 39 times the size of the real dataset. Thus the
SVM training time can easily explode as the real data grows.

Recall that during user studies, we asked human subjects to select handwritten text lines that looked unal-
tered. However, realistic-looking handwriting does not necessarily imply that transformed handwriting preserves
the writer’s idiosyncrasies. In fact, it is easy to perturb a writer’s handwriting that seems realistic but deviates
her normal handwriting style.

In other words, the parameter spaces for each transformation suggested by our former user study might be
large enough to unnecessarily introduce extra intra-writer variations. One straightforward improvement is to
detect subspaces that preserve as much writers’ handwriting idiosyncrasies. This improvement would have two-
fold benefits. First, the number of transformations is reduced and thus the procedures of dataset amplification,
feature extraction, and the SVM training and decoding would largely speed up. Second, more accurate parameter
spaces would facilitate the SVM training such that it might improve the performance.

To examine our hypothesis, we reduced the sizes of each parameter space iteratively. Note that in our current
perturbation models, the parameter spaces were discrete-valued intervals. Thus at each iteration, we cut off the
boundary values one at a time at both ends of the interval, as long as the parameter space contained more than
two values. This space reduction was applied to all transformations except for the baseline bending, because
currently its parameter has only four values. For each of these reduced datasets, we reran the classification
pipeline and plotted the performance results in Figure 3a. We observed a 39.59% accuracy with the baseline at
39.25%. Moreover, after three iterations of reducing the sizes of parameter spaces, the total number training data
shrank from 206k to 113k lines, as shown in Figure 3b. This result justified our hypothesis that the idiosyncrasy-
preserving parameter spaces reside inside the realistic-looking ones. In addition, with significant reduction of
training samples, the SVM training completed roughly 3x faster.

5.3 Significance Test

Although the best performance seems to differ marginally from the others, we prove these differences are
statistically significant. Denote Fi as the i-th parameter space in Figure 3a and U(·) its performance. Dietterich16

suggests evaluating the difference between two classification approaches using the McNemar’s test:

Z2 =
(|n01 − n10|− 1)2

n10 + n01

. (6)

where we first divide misclassified samples into two groups, and then state the hypothesis test:
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5.2 Performance for Parameter Subspaces

So far we have not taken into account the overhead of using perturbed handwriting. For each handwritten text
line, there are nine transformations for horizontal scaling, 10 for vertical scaling, 16 for shearing, and four for
baseline bending. Adding these numbers up, the mixed dataset 39 times the size of the real dataset. Thus the
SVM training time can easily explode as the real data grows.

Recall that during user studies, we asked human subjects to select handwritten text lines that looked unal-
tered. However, realistic-looking handwriting does not necessarily imply that transformed handwriting preserves
the writer’s idiosyncrasies. In fact, it is easy to perturb a writer’s handwriting that seems realistic but deviates
her normal handwriting style.

In other words, the parameter spaces for each transformation suggested by our former user study might be
large enough to unnecessarily introduce extra intra-writer variations. One straightforward improvement is to
detect subspaces that preserve as much writers’ handwriting idiosyncrasies. This improvement would have two-
fold benefits. First, the number of transformations is reduced and thus the procedures of dataset amplification,
feature extraction, and the SVM training and decoding would largely speed up. Second, more accurate parameter
spaces would facilitate the SVM training such that it might improve the performance.

To examine our hypothesis, we reduced the sizes of each parameter space iteratively. Note that in our current
perturbation models, the parameter spaces were discrete-valued intervals. Thus at each iteration, we cut off the
boundary values one at a time at both ends of the interval, as long as the parameter space contained more than
two values. This space reduction was applied to all transformations except for the baseline bending, because
currently its parameter has only four values. For each of these reduced datasets, we reran the classification
pipeline and plotted the performance results in Figure 3a. We observed a 39.59% accuracy with the baseline at
39.25%. Moreover, after three iterations of reducing the sizes of parameter spaces, the total number training data
shrank from 206k to 113k lines, as shown in Figure 3b. This result justified our hypothesis that the idiosyncrasy-
preserving parameter spaces reside inside the realistic-looking ones. In addition, with significant reduction of
training samples, the SVM training completed roughly 3x faster.

5.3 Significance Test

Although the best performance seems to differ marginally from the others, we prove these differences are
statistically significant. Denote Fi as the i-th parameter space in Figure 3a and U(·) its performance. Dietterich16

suggests evaluating the difference between two classification approaches using the McNemar’s test:

Z2 =
(|n01 − n10|− 1)2

n10 + n01

. (6)

where we first divide misclassified samples into two groups, and then state the hypothesis test:

(a)

Figure 1: A sample from the Germana dataset.

Solving these equations, we have:
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The 3-by-3 design matrix is a symmetric matrix with positive
entries. From physical considerations where the number of
lines and the point-to-line association are available, we can
expect a unique solution x̂ = (AT

A)�1
A

T

b to Ax = b.

III. MODEL-BASED RULING LINE DETECTION

Our model-based ruling line detection algorithm em-
ploys the following assumptions: (1) Pages exhibit salient,
although not necessarily continuous, ruling line segments
(Figure 1), and (2) Ruling lines are parallel and have
consistent spacing, thickness, and length.

A. A Variant of The Hough Transform

The classical Hough Transform projects each point onto a
set of sinusoidal curve points in the (⇢, ✓) plane (the Hough
Space):

⇢ = x

i

cos✓ + y

i

sin✓ (5)

where ✓ 2 [0, 2⇡). We adopt an effective variant in our
work [7]. First, in each iteration we select a point randomly
from the remaining point set, and then compute its sinusoidal
curve in the Hough space and update the accumulation
matrix. If the guard of the current maximum votes is larger
than the threshold, then we search in each direction from the

current position for the end points of the line segment. Since
ruling lines may be degraded in the page image, short gaps
(up to five pixels) are tolerated during the search. Once the
search stops, we record the coordinates of the end points for
the line segment, remove these points from the accumulation
matrix, and proceed.

B. Sequential Clustering

After the Hough transform, we possess a set of line
segments specified by their end points. Denote T as the
threshold of dissimilarity between clusters, and Q as the
maximum number of clusters. In our experiments, the
dissimilarity measure is the ⇢-value distance between line
segments and we set T = 10 and Q = 32 empirically.

We outline the “Basic Sequential Algorithmic Scheme”
(BSAS) in Algorithm 1.

Algorithm 1: Basic Sequential Algorithmic Scheme [8]
Data: G = {xi : i = 1, . . . , N}: a set of line segments.
Result: m: number of clusters acquired.
begin

m = 1
C

m

= {x
i

}
for i = 2 to N do

Find C

j

: d(x
i

, C

j

) = min1pm

d(x
i

, C

p

)
if d(x

i

, C

j

) > T and (m < Q) then
m = m+ 1
C

m

= {x
i

}
else C

j

= C

j

[ {x
i

}

After BSAS clustering, we estimate the ruling line spacing
by building a histogram containing votes for spacing values
between two consecutive clusters. Since ruling lines in
the Germana dataset are usually broken, we select the
minimum spacing between clusters. This value is temporary
– in a later stage we update it by re-computing the spacing
globally and, hence, more precisely.

C. Single Line Fitting

After combining close clusters, we now have a good
estimation of which line segments belong to which cluster.
In this stage, we employ linear regression on each cluster.
We compute a temporary skew angle by averaging all �2

values. Again, this skew angle is tentative and will be fine-
tuned by the multi-line linear regression in a later stage.
The ruling line thickness H is computed by first building a
histogram of vertical run-lengths along each line. We then
examine the histogram and select the most frequent bucket
as the thickness H.

D. Reasoning About Missing Lines

For degraded documents, it is common for line segments
to be missed by the Hough transform. To address this, we

labeling a page image at this level is tedious and subjective,
especially when the lines are severely degraded. On the
other hand, researchers have proposed a variety of object-
level metrics. Unfortunately, compound metrics appear less
effective in highlighting performance differences between
algorithms (e.g., Q

v

(c) in Liu and Dori’s work [6]).
Instead of proposing a compound metric that attempts

to combine all parameters into a single value, we chose
to measure directly the discrepancies between the com-
puted parameters and the ground-truth where ⇥ =
(P(x

p

, y

p

),L,H,�2,K, and �1).

C. Post-processing Zheng, et al.’s Algorithm [4]

We treated Zheng, et al.’s algorithm as a black box
which outputs a list of detected line segments. Some minor
post-processing was necessary, however, to make the results
comparable to ours.1. The number of lines K was taken
intuitively to be the size of the list. The spacing �1 was
detemined by the largest bucket in the spacing histogram.
The skew angle �2 was computed as the average for all the
line segments. The thickness H was acquired as explained in
Section III-C. Finally, P(x

p

, y

p

) and L are computed exactly
as described in Section III-E.

V. EXPERIMENTAL RESULTS

We plot intermediate results from the model-base ruling
line detection pipeline in Figure 2. Images from the Ger-

mana dataset are lower quality, so most ruling lines are
broken and difficult even for humans. As we can see from
Figure 2a, line segments tend to be incomplete and sparse.
Running Algorithm 2, we recovered several missing lines,
as shown in Figure 2b. At this stage, all lines shown in
Figure 2c were used for the multi-line linear regression.
Finally, using the skew angle and the line spacing, we
successfully detected a missing line at the top of the page,
as shown in Figure 2d.

To compare performance, we computed the error between
an algorithm’s output and the ground-truth:

D[i] = M

algorithm

[i]�M

ground�truth

[i] (6)

where D[] is the error vector and M(·)[] corresponds to
the output or the ground-truth. We computed the mean and
the standard deviation for each dataset. These results are
organized in Table II. Note that there are two different
synthetic subsets as explained earlier, but we summarize the
performance here with a single entry in the table.

As might be expected, the synthetic dataset proved rel-
atively easy: the mean and the standard deviation of the
errors are much lower than those for the Germana dataset.
We observed relatively large errors in terms of the �-values
for Germana. This is due largely to the degraded quality

1We also observed some memory issues when executing Zheng, et al.’s
code, so the execution was carefully supervised and the outputs were
generated one at a time.

of the documents and the relatively low scanning resolution,
causing many ruling lines to be thin and/or broken. In many
cases it is difficult to identify the ruling lines precisely.

We also ran Zheng, et al.’s algorithm on Germana,
randomly selecting 20 pages for HMM training. Table II
shows the error statistics for the two approaches. As shown
by the error means and standard deviations for the various
parameters, our method performs better on Germana.

Figure 3 shows a sample result generated by Zheng, et
al.’s algorithm. We also display our own results for compar-
ison. For degraded images such as those in Germana, our
algorithm manages to detect light and broken ruling lines.
We consider this to be a compelling demonstration of the
power of the model-based approach.

VI. CONCLUSION

In this paper, we introduced a model-based ruling line
detection algorithm that requires no supervised learning. We
first formulated the problem in the framework of multi-line
regression and then derived a globally optimal solution giv-
ing the Least Square Error. Next, we introduced procedures
for extracting line segments and detecting missing lines.
Finally, we demonstrated the efficacy of our approach by
comparing it to another method from the literature on two
datasets, one synthetic and the other real page images.
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sample. Note that in (d), there is a missing line detected at the top.
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