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Abstract—Arabic writer identification is a very active re-
search field. However, no standard benchmark is available for
researchers in this field. The aim of this competition is to
gather researchers and compare recent advances in Arabic
writer identification. This competition was hosted by Kaggle,
it has attracted thirty participants from both academia and
industry. This paper gives details on this competition, including
the evaluation procedure, description of participating methods
and their performances.
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I. INTRODUCTION

Writer identification helps forensic experts in taking their
decisions regarding the authenticity of a certain document.
It also makes it possible to improve the performance of
handwriting recognition by the mean of “personalized rec-
ognizers”. Writer identification is a very active research
field; in the ICDAR 2009, around 8 papers dealt with writer
identification [6, 8, 11-13, 16, 17, 19] and in the ICFHR
2010, not less than 6 papers addressed also this research area
[1,2,5,7, 14, 15]. However, to the extent of our knowledge,
never a competition has been organized in this field. The aim
of this competition is to allow researchers and industries
working in writer identification or related fields to compare
the performances of their systems on a new unpublished
data.

This competition has been organized through Kaggle which
is a platform for data prediction competitions. It allows
companies, governments and researchers to post their data
in order to have scientists from all over the world compete
on it and produce optimum solutions. Kaggle has achieved
extraordinary results that have outperformed betting markets
and advanced the state of the art in HIV research and chess
ratings [10].

This competition has attracted thirty participants, among
those seven participants agreed to share their identities and
short descriptions of their methods.

In the next section, we describe the dataset used in this
competition. Short descriptions of the participating methods
are given in section 4. Evaluation procedure is described in
section 5. Conclusion and future work are drawn in the final
section.
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II. DATASET

In this competition, 54 writers were asked to write three
different paragraphs in Arabic. The first two paragraphs are
used for training and the third one is used for testing. For
some writers, the first two paragraphs have been removed
from the training set in order to test the ability of systems to
detect unknown writers. Images were provided in PNG color,
gray and binary format. The binarization has been performed
using the Otsu’s method. Figure 1 shows an example of these
paragraphs.
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Figure 1. Example of the three paragraphs written by the same writer.

Motivated by the fact that most Kaggle users are machine
learning scientists without necessarily an image-processing
background, and also inspired by the German traffic sign
recognition competition [18], we have provided all the
participants a set of more than 70 features extracted from all
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the images. These features are based on the number of con-
nected components, number of holes, moments, projections,
distributions, position of barycenter, number of branches
in the skeleton, Fourier descriptors, tortuosities, directions,
curvatures and chain codes. A detailed description of these
features will soon be available in an extended publication.
Participants were free to use the provided features or other
extracted features or even a combination of both.

III. PARTICIPATING METHODS

In this competition, 30 teams submitted a total of 139
entries. The final leaderboard can be found here:
http://www.kaggle.com/c/WIC2011/Leaderboard
Among those, the following teams accepted to share their
methodology:

Eu Jin Lok: Submitted by Eu Jin Lok from Deloitte
Inc., Australia. This team used only the provided features.
Because of the fact that there were too few instances to
train the algorithm (2 paragraphs for each author), but there
were way too many predictors (6,480), this method tried
to tackle this problem by combining both train and test,
factor analysing the predictors and reducing them down to
about 300. The algorithms have then been trained to predict
the target as multiple categories (53 authors). This method
ended up working very well as it reduced training time and
improved accuracy in prediction despite the target being
multiple categories. Several classification algorithms have
been tried including Logistic, BayesNet, SVM, RandomFor-
est and Boosting. This method does not handle unknown
writers.

Intelligentia: Submitted by Tri Kurniawan Wijaya from

Knowledge Based Systems Group, Vienna University of
Technology, Austria and Philips Kokoh Prasetyo from Crim-
sonLogic Inc., Singapore. This method used only the pro-
vided features, it applies several data preprocessing tech-
niques and simple statistical analysis. First, training and test-
ing data are put together. Then, the predictors are normalized
to [0,1]. Then, the predictors which have high variance or
which have 50% or more of the values equal to O or 1 are
removed. Instead of having only 2 data for each author (from
data training), 3 additional data are added which are max,
min and average value of each attribute for the corresponding
author. This leads to 5 data for each author.
As for the classification, the 1-nearest neighbor algorithm
using Manhattan distance has been applied, this simple
method outperforms other advanced distance measures such
as cosine distance or euclidean distance.

Robin: Submitted by Enrico Glaab from University of
Nottingham, UK. The author adapted his ensemble and
consensus analysis of biological datasets method [9]. This
method obtained significant performance improvements us-
ing a semi-supervised strategy for feature selection in com-
bination with ensemble learning. Using the simplest possible
classifier (kNN) and different distance measures (normalized
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Euclidean distance and Mahalanobis distance). The author
applied different search algorithm for feature subset se-
lection (greedy best first search and different evolutionary
search methods) and scored the subsets on the leave-one-
out cross-validation accuracy on the training data (in the
1. iteration) and repeated this analysis iteratively on the
combined training and test set data (using the estimated
test set labels from the previous iteration in the scoring
function). This strategy provided significant performance
improvements and might also be applicable in combination
with other more successful learning algorithms used in this
competition.

Team Shasta: Submitted by Greg Werner from George
Washington University, USA. This team used simulated an-
nealing to perform classification using the provided features.
Given n pairs where n is the number of authors in the
training set, we perform simulated annealing such that we
ended up with n triplets. In our analysis, we performed a
Monte Carlo simulation involving 100 runs of the simulated
annealing process. Using basic probability, we accepted con-
fidence levels for our triplets of 95% and over as matches.
Whereas very obvious matches are brought out with this
method, it can be more difficult to decide when there is
a false match suggested. The simulated annealing process
worked much better when we started from a known config-
uration rather than starting it from a random configuration.
For this competition, we performed two separate “greedy”
evaluations on each possible triplet. First, using all of the
features provided by the author team, we calculated which
test script gave the lowest score triplet for a given training
pair. Second, we performed a rank heuristic between each
training pair and each test script. Whichever test script was
the best match on the most features was declared to be the
winner. In practice, we applied the first heuristic which gave
quite good results by itself and then refined gray areas with
the second heuristic. We were able to also successfully pick
out a “No Author” with the first heuristic.

UCL: This method has been submitted by Andrew Newell
and Lewis Griffin from the Department of Computer Sci-
ence, University College London, UK. At the core of this
method is a system called oriented Basic Image Feature
columns (oBIF columns) [3]. The description of oBIFs
begins with Basic Image Features (BIFs). In this system
every location in an image is assigned to one of seven classes
according to local symmetry type, which can be dark line
on light, light line on dark, dark rotational, light rotational,
slop, saddle-like or flat. The class is calculated from the
output of six Derivative-of-Gaussian filters. An extension to
the BIF system is to include local orientation, depending
on local symmetry type, to produce oriented Basic Image
Features (oBIFs). As for the matching step, this method used
a simple nearest neighbour classifier. The unknown writers
were identified after assigning each test image to its nearest
training image in oBIF column space.



Wifahd: Submitted by Chawki Djeddi from Mathematics
and Computer Science Department, Cheikh Larbi Tebessi
University, Tebessa, Algeria and Labiba Souici-Meslati
from LRI Laboratory, Computer Science Department, Badji
Mokhtar University, Annaba, Algeria. In the feature extrac-
tion step, this method used run lengths features proposed in
[4]. Run lengths are determined on the binary image taking
into consideration either the black pixels corresponding
to the ink trace and the white pixels corresponding to
the background. The probability distribution of black and
white run-lengths has been used in our writer identification
experiments. There are four scanning methods: horizontal,
vertical, left-diagonal and right-diagonal. We calculate the
runs lengths features using the Grey Level Run Length
Matrices and the histogram of run lengths is normalized
and interpreted as a probability distribution. Our particular
implementation considers horizontal and left-diagonal for
white run-lengths and horizontal, vertical, left-diagonal and
right-diagonal for black run-lengths. For the classification
step, we combined four different classifiers: a multilayer
perceptron (MLP), two Support Vector Machine classifiers
(SVM One against all, SVM one against one) and a K-
nearest neighbor classifier (K-NN) with Manhattan Distance
Metric.

Wride: This method has been submitted by Laurens
van der Maaten from Delft University of Technology, The
Netherlands. It is based on two types of features: multi-scale
edge-hinge features and grapheme features [20]. In addition,
the provided chain code features have also been used.
Edge-hinge features estimate the joint distribution of edge
angles in a writer’s handwriting. They are constructed by
performing an edge detection using a Sobel kernel on the
input images, and subsequently, measuring the angles of both
edge segments that emanate from each edge pixel.
Grapheme features estimate the distribution by which a
writer generates so-called graphemes. Graphemes are con-
structed by following the handwriting, and making a “cut” at
locations where the sign of the y-direction of the handwriting
changes. From the thus obtained graphemes, a codebook
of prototypical graphemes is constructed using k-means
clustering. Each writer may be considered a probabilistic
generator of graphemes in the codebook.

Classification is performed by combining a 1-nearest neigh-
bor classifier using Euclidean distance and a boosted logistic
regressor. A classification is only accepted if the average
of the two posteriors is higher than a certain threshold. If
none of the writer labels satisfies the criterion, a label is not
assigned (unknown labels are not handled by this method).

IV. EVALUATION

Participants were asked to produce, for each image = of
the test set, and for each writer 4, a probability score p(x, )
indicating how probable it is that image = is written by
writer ¢ (¢ = 0 for unknown writer).

1472

The systems are ranked according to their mean absolute
error (MAE):

MAE = 5700 p(a, i) — GT(x,4)).

Where N is the number of images in the test set, M the
number of writers and GT'(z,4) = 1 if the image « is written
by the author ¢ and GT'(x, ) = 0 otherwise.

We have also computed the identification rate (IR) which is
the percentage of correctly identified writers.

It has to be noted that Kaggle displays a public leaderboard
which allows participants to see how well they perform
comparing to other methods. This public leaderboard is
computed on a part of the test set which does not count
toward the final standing (30% of the test set in this
competition). The results are computed on the remaining
part of the test set and are not shown to participants before
the end of the competition.

Table I shows the results of the above mentioned teams. The
best performance is achieved by UCL team who managed
to obtain a 100% correct classification.

Table 1
PERFORMANCES OF THE PARTICIPATING TEAMS

Team name | Rank | MAE Identification rate
UCL 1 0.00000 | 100%

Team Shasta | 2 0.00400 | 89.19%

Wride 2 0.00400 | 81.08%

Eu Jin Lok 4 0.00551 | 78.38%
Intelligentia 5 0.00801 | 78.38%

Wifahd 6 0.00901 | 75.68%

Robin 7 0.03504 | 5.45%

These results are illustrated in figures 2 and 3.
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Figure 2. Mean absolute errors of the participating methods.
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Figure 3. Identification rates of the participating methods.

V. CONCLUSION

This first Arabic Writer Identification Contest has been or-
ganized in order to allow researchers and industries in writer
identification or related fields to compare the performances
of their systems on a new unpublished data. This contest
has been organized through Kaggle and has also been made
available to data scientists by providing a large set of features
extracted from all the images.

The objective of this contest is fulfilled by providing a
comparison between all the participating methods and by
making the benchmarking dataset freely available.

The winning method was the one submitted by Andrew
Newell and Lewis Griffin from UCL.

For future editions of this contest, a large acquisition
campaign is currently being organized. It is planned to
collect handwritings of more than 1000 writers with different
backgrounds in both Arabic and English languages in order
to obtain more detailed comparisons between the systems.
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