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Abstract

This paper describes the French handwriting recognition
competition held at ICDAR 2011. This competition is based
on the RIMES-database composed of French written docu-
ments corresponding to letters sent by individuals to com-
panies or administrations. Two tasks have been proposed
this year : the first one consists in recognizing isolated snip-
pets of words with the help of a given dictionary; the second
one consists in recognizing blocks of words segmented into
lines. This year 9 systems were submitted for the different
competition subtasks. A comparison between different clas-
sification and recognition systems show interesting results.
A short description of the participating groups, their sys-
tems, and the results achieved are presented.

1. Introduction

Following the success of the ICDAR 2009 French hand-
writing recognition competition, a new French evaluation
campaign has been proposed. Its goal is to evaluate auto-
matic systems on two tasks of rising difficulties:

• The first one is similar to the one proposed in ICDAR
2009 and corresponds to recognition of isolated words
with a given dictionary. It allows the community to see
the performance improvements of automatic systems
on this task.

• The second one represents a new task of handwritten
word recognition in context. Its goal is to recognize
blocks of words corresponding to the body of a mail
sent by an individual to a company or an administra-
tion. Each block is segmented into lines and automatic
systems are given in entry the coordinates of the corre-
sponding line polygons.

.

The organization of an evaluation session where all au-
tomatic systems are compared in the same way, on the same
data and at the same time appears to be the most efficient
solution to be able to compare objectively the performances
of different developed systems. Moreover, evaluation cam-
paigns allow participants to have quality training data which
are difficult to obtain as their production is an important in-
vestment.
In this competition, the high-quality database created in the
framework of the RIMES [7] (Reconnaissance et Indexa-
tion de données Manuscrites et de fac similES/ recognition
and indexing of handwritten documents and faxes) project
has been used. It is composed of more than 12000 pages
entirely annotated, 100000 snippets of characters, 250000
snippets of words and 6500 blocks of words. More infor-
mation about the database and the project RIMES can be
found in http://rimes.it-sudparis.eu. and http://www.rimes-
database.fr.

This paper is organized as follows. In Sections 2 and 3
the database and the test set are presented in some details.
Section 4 presents the participating groups and a short de-
scription of their systems. Section 5 describes the tests and
the results achieved with the different systems. Finally the
paper ends with some concluding remarks.

2. The RIMES Database

Automatic classification and recognition systems based
on statistical methods need a lot of quality training data.
The handwriting recognition field suffers from a definite
lack of annotated data as their production is an important in-
vestment. The RIMES database is composed of mails such
as those sent by individuals to companies by fax or postal
mail. Due to legal and confidentiality reasons, it was not
possible to collect existing mails. Therefore, the RIMES or-
ganizers have asked to volunteers to write them in exchange
of gift vouchers. Each volunteer writer received a fictional
identity and up to 5 scenarios, one at a time, among 9 realis-
tic themes like damage declaration or modification of con-
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Figure 1. Examples of snippets of words.

Figure 2. Example of block of words.

tract. Each scenario was combined with various receivers
(administrations or service providers). The volunteer com-
posed his letter with those pieces of information using his
own words. The layout was free and it was only asked to
use white paper and to write in a readable way with black
ink. 12723 pages written by 1300 volunteers have been col-
lected corresponding to 5605 mails of two to three pages
corresponding to a handwritten letter, a fixed form with in-
formation about the letter and an optional fax cover sheet.

The obtained database was then scanned by a profes-
sional quality scanner (300 dpi, gray-level lossless com-
pression). Isolated handwritten words snippets (250000)
have been then extracted from handwritten letters. Some
samples are shown in figure 1.

Each snippet has been associated to a transcription faith-
ful to what is written including spelling and grammar errors.
Each snippet with its transcription (Ground-Truth, GT) have
been examined manually in order to insure a good quality
of this database.

Blocks of words have also been extracted from letters.
An example is shown in figure 2.

3 Recognition tasks:

3.1 Evaluation protocol:

For both tasks, the participants are given a training
database and a validation database to train and test their sys-
tem. At the start of the test period, each participant has ac-
cess to the unknown test dataset to run his own software on
them in his own hardware environment. Participants com-
mit themselves not to modify their system during the test
phase. Multiple runs are accepted, but participants must

identify one of them as their primary one. The result files in
the expected format have to be sent back before the end of
the test phase.

3.1.1 Task 1

The training database is composed of more than 50.000
snippets of words, the validation test and the test set respec-
tively about 7.000 snippets of words. At the beginning of
the test period, participants were given a dictionary com-
posed of more than 5740 words containing the test words.
As far as the metric is concerned, the chosen primary error
rate measure consists in counting word error rate. As most
of word recognition tools return not a single answer but a
list of words with confidence score, a measure of the pres-
ence of correct answer in the N -best recognition list (N up
to 10) is added.

3.1.2 Task 2

The training database is composed of 1.500 blocks of
words, the validation test and the test set respectively about
100 blocks of words. The error measure consists in count-
ing substitutions, deletions and insertions in the alignment
between the ground-truth and the hypothesis. Percent of
correct words given by (1) is also given. The measure will
be done without punctuation and case. We will use the pop-
ular tool ScLite from NIST (www.nist.gov/speech), used in
speech recognition.

Corr = 100 ∗ # Correct words
# Reference words

(1)

4. Participating systems description

The following section gives a brief description of the sys-
tems submitted to the competition. Each system description
has been provided by the system’s authors and edited (sum-
marized) by the competition organizers. The descriptions
vary in length due to the level of detail in the source infor-
mation provided.

4.1 Telecom ParisTech

4.1.1 Word Recognition system

The proposed system is based on an HMM-based ap-
proach. It is composed of three steps : preprocessing, fea-
tures extraction and recognition. First, grayscale images
are deslanted and the background is whitened using Otsu
threshold. Then the feature extraction module, based on
the sliding-window approach transforms the image into a
sequence of 28 features [1] . Recognition system uses 81
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different character models, which are transformed into tri-
graph models to take into account contextual information.
Then those tri-graph models are tied using a decision tree
[3]. Models are left-right HMMs using mixtures of Gaus-
sian probability density functions. Training and Recogni-
tion are based on the HTK toolkit. Training of models
was made on train and validation databases provided for the
competition.

4.1.2 Block Recognition system

Telecom ParisTech has proposed three systems(1), (2), (3)
all based on an HMM approach applied at the line level.
They differ by their language modeling. They are composed
of three steps : preprocessing, feature extraction and recog-
nition.

First, lines are cut from grayscale documents. Then, pe-
ripheral noise belonging to other lines is removed using a
connected components extraction. In addition, line images
are deslanted and the background is whitened using Otsu
threshold.

Then the feature extraction module, based on the sliding-
window approach transforms the image into a sequence of
28 features [1]. Recognition system uses 91 different char-
acter models, which are transformed into tri-graph models
to take into account contextual information. Then those tri-
graph models are tied using a decision tree [3]. Models
are left-right HMMs using mixtures of gaussian probability
density functions. Training and Recognition are based on
the HTK toolkit. Recognition uses also a bigram language
model built with SRILM on train transcriptions.

Reference system (1) and second system (2) language
models both include backed-off probabilities in order to
model bigrams which don’t appear on the train data. Those
systems only differ by the weight given to computed lan-
guage model probabilities. Third System (3) does not in-
clude backed-off probabilities.

4.2 IRISA

IRISA has proposed two systems based on Continuous
Densities HMMs [8]. They are composed of four modules:
pre-processing, feature extraction, recognition and verifica-
tion.

The pre-processing module, suitable for HMMs-based
approach and aimed at correcting/normalizing the handwrit-
ten styles attributes of the samples, involves the following
steps: noise reduction, skew and slant corrections. All these
steps were performed using standard state-of-the-art tech-
niques found in the literature.

The sliding-windows-based feature extraction module
transforms each preprocessed word image into a sequence
of 60-dimensional real-valued feature vectors, normalized

by implicitly using the base and upper lines to define the
ascender, descender and main body zone where the features
are independently extracted.

As mentioned, the recognition process is based on
HMMs, where character classes (the basic recognition
units) are modeled as a continuous left-to-right HMMs, us-
ing a variable number of states for each of them. That is, the
number of states for a particular HMM character class is in
function of the average length of feature vector sequences
used to train it. Moreover, each HMM state was assumed to
generate feature vectors following a mixture of Gaussians
densities.

Finally each hypothesis of the N-best list produced by
the HMM recognition is used to segment the image into
corresponding characters and re-score each of them with a
trained SVM. The new character scores are added to assign
a global SVM score to the hypothesis, to be combined with
the HMM score to re-sort the hypotheses and therefore to
label the word with an optimal and verified hypothesis ac-
cording to SVM and HMMs.

All training process was carried out using only the
RIMES Database provided by the competition organization.

The two proposed systems differ by the way the dictio-
nary is reordored : for system 1, it is done according to
accents and for system 2 randomly.

4.3 A2iA systems

4.3.1 Isolated word recognition system

The system submitted by A2iA is a combination of three
different kinds of word recognizers. All these systems were
trained independently using only the data provided for the
competition. Symbol models were trained for letters with
accent and case, digits and punctuation symbols.

Each recognizer outputs a list of 10-best word candidates
along with confidence scores, which are combined using a
weighted Sum-Rule voting algorithm. Then the case is nor-
malized so as to provide the final answer.

• Hybrid MLP-HMM recognizer based on grapheme ex-
traction:
This system is based on a hybrid MLP-HMM us-
ing features computed on graphemes extraction [9].
Unlike the two other systems, this recognizer relies
on a segmentation of the word into a sequence of
graphemes. A vector of 74 features (statistical and ge-
ometric) are extracted on each grapheme. A Multi-
Layer Perceptron embedded in a HMM is trained to
compute the posterior probability of each grapheme
class with respect to its feature vector.

• GMM-HMM recognizer based on sliding window fea-
ture extraction :
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This system is based on an HMM modeling of char-
acters using Gaussian Mixtures. A sliding window is
used to extract 33 statistic, geometric and directional
features which are subject to a first-order regression.
We use context-dependent character models (trigraph).
In order to reduce the number of parameters needed
to learn the trigraph models, a state clustering is per-
formed, where a state can be shared between all tri-
graphs centered on a same character for a given state
position. The clustering is based on original binary de-
cision trees [3]. For an initial number of characters
equal to 78, 1942 trigraphs are modeled using 3586
state clusters.

• MDLSTM recurrent Neural Network :
This system is a Two Dimensional Long-Short Term
Memory recurrent neural network [6]. Unlike the two
other systems, this recognizer does not rely on HMMs.
It also directly takes the image as input (the raw val-
ues of pixels), and therefore trains its own embedded
feature extraction given the data. Given an input im-
age, the MDLSTM provides a sequence of output acti-
vations (80 characters + blank symbol) corresponding
to character posterior probabilities (softmax outputs),
therefore creating an output lattice [5]. We used our
own modified version of Alex Graves’ RNNLib library
to perform the trainings and decodings.

4.3.2 Block recognition system

The system proposed by A2iA is based on an explicit word
segmentation, and uses the combined system trained on iso-
lated words previously described. For each line, 8 options
of word segmentation are considered. For each word in each
segmentation option, a combination of recognizers is used
to provide 15 word recognition candidates. Both the word
segmentation options and the word recognition options are
then stored in a weighted finite state transducer (WFST) [2].
A language model was trained using SRILM [?] and con-
verted into a WSFT. The language model was trained on
the competition’s line-level training set only. The lexicon
for the language models and the recognizer was build from
the competition’s line-level training set and was composed
of 6556 words. The recognition WFST and the language
model WFST were composed and the recognition result was
extracted using a best-path algorithm.

4.4 Jouve

In order to improve performance of the state of the art
HMM recognition engine, JOUVE has developped a com-
plementary system. The proposed system is then a combi-
nation of two different kinds of classifiers.

The first is based on a state of the art HMM recogni-
tion engine (recognition rate of 76.34% on the second half
of the validation set). This classifier has not been trained
on the RIMES database. The second used the open-source
RNNLIB[4] which is based on a hierarchy of multidimen-
sional recurrent network. This classifier has been trained
only on the training set of the RIMES database with no pre-
processing or feature extraction. As RNNLIB doesn’t im-
plement the decoding with a dictionary, a post-processing
is done to output a dictionary word. An edit distance dedi-
cated to handwriting has then been trained on the first half
of the validation set to favor frequent substitutions (recog-
nition rate of 77.45% on the second half of the validation
set). Lists of words proposed by both systems have then
been combined with the Borda Count method. An improve-
ment of more than 10% in absolute is reached (recognition
rate of 88.58%) which demonstrates the complementary of
both systems.

5. Results

5.1 Task 1 : Isolated Word recognition

5 systems have been evaluated on this task. Table 1 gives
the obtained recognition rates.

Table 1. Error rate in % on task Word Recog-
nition

System top1 top10

A2IA 5.13 0.44

Jouve 12.53 2.04

IRISA 1 21.41 11.51

ParisTech(1) 24.88 6.85

IRISA 2 25.46 16.08

Figure 5.1 shows error rate versus top number.

5.2 Task 2 : block Word recognition

4 systems have been evaluated on this task. Tables 2 and
3 give respectively the results at word and character levels.

Table 2. Word error rate (task BR)
Systems A2IA Telecom 1 Telecom 2 Telecom 3

% corr 86.1 73.2 69.6 63.7
%sub 10.0 24.4 27.9 33.8
% del 3.9 2.4 2.5 2.4
% ins 1.3 4.4 6.6 8.2
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Figure 3. Example of block of words.

Table 3. Character error rate (task BR)
Systems A2IA Telecom Paritech 1

% corr 93.7 84.2
%sub 2.9 9.8
% del 3.4 6
% ins 0.9 2.2

6. Conclusions

This competition has allowed us to evaluate 9 systems
on 2 tasks of French handwritten recognition. The best re-
sults were achieved with a combination of three word rec-
ognizers : two based on HMMs and one on a Long-Short
Term Memory recurrent neural network (A2IA). But others
methods based on HMM or classifiers achieved even good
recognition rates. Moreover, it is important to notice that
some systems have used other training sets than the RIMES
one.

For the next evaluation tests, it would be interesting to
extend the task 2 to the recognition of complete text docu-
ment
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