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Abstract—We employ Eigenfaces to discriminate between 
handwritten and machine-printed text at the connected component 
(CC) level. Normalized images of machine print CCs are treated as 
points in a high-dimensional space. PCA yields a reduced-
dimensional character space. Representative machine print CCs are 
projected into character space and a local distance threshold for 
each representative is automatically determined. CCs are classified 
as machine print if they are within the local distance threshold of 
their closest machine print representative. Otherwise, they are 
classified as handwriting. Recursive character segmentation using 
min graph cut is used to address the problem of touching 
characters. Validation over a large NIST handwriting and machine 
print database demonstrates precision of 93.98% and 89.1% for 
machine print and handwriting respectively.  
 

Keywords-Eigenfaces; Handwriting/machine print discrimin-
ation; touching character segmentation; min graph cut; NIST 

1. INTRODUCTION 
Many applications in document analysis and recognition 

require discrimination between machine print and hand-
writing. Annotations may need to be recognized, recorded 
and removed. Handwriting may need to be extracted from 
forms and processed independently while machine print 
connected components (CCs) are passed to an OCR engine. 
Other documents may need to be indexed or searched based 
on machine print or annotated entries. The goal and 
contribution of this paper is to correctly label input CCs 
(Figure 1, left) as machine print (green) or handwriting 
(red), as illustrated in Figure 1, right.  

Early work for discriminating between machine print 
and handwriting relies exclusively on stroke orientation [1]. 
Franke et. al train an ensemble of statistical classifiers on 
CC features [2]. Line straightness and symmetry features 
from CCs have also been used to train a neural network for 
character level discrimination [3].  

An application for mail address blocks [4] uses a variety 
of features to train a neural network. Character block layout 
variance is used for Kanji at the text line level [5]. 
Discriminant functions have been applied to vertical project-
ion profiles [6] at the line, not the CC level. In [7] several 
CC features extracted are used for word-level classification. 

Guo and Ma use a HMM based on linguistic context [8] 
in conjunction with the differences between vertical 
projection profiles of machine print and handwriting. Zheng  

 
 

Figure 1. Discrimination between handwritten (red) and machine-printed 
(green) text using eigenfaces. Note touching character false positives. 

 
et al. address machine print and handwriting identification 
in noisy images [9] using three two-way Fischer linear 
classifiers. A SVM is used to isolate signatures from 
machine print in [12] and to identify sparse handwritten 
annotations occurring at arbitrary orientations in [13]. K-
means clustering followed by MRF relabeling is used in 
[14] for segmentation of handwriting, machine print and 
noise with an overall recall of 96.33%. In [18] a novel 
approach to automatically discover features pushes error 
rates of handwriting and machine print to 13.8%. 

Color annotation is extracted from color documents in 
[15] using robust feature alignment and background 
subtraction. Work in [16] builds on this, making use of color 
clustering and a decision tree to identify handwritten anno-
tation in marked up documents containing machine print.  

Muller and Herbst [11] apply Eigenfaces [10] to 
character identification by treating characters as points in a 
high-dimensional space that is reduced to a Character Space 
of eigenvectors using PCA. Characters are classified based 
on the minimum weighted Euclidean distance. The weights 
are proportional to the standard deviation in the direction of 
the eigenvector. Solli also makes use of eigenfaces for 
looking up fonts in a large font library [18].  

We seek to overcome the limitations of previous 
techniques (reliance on color, manually-derived features, 
lengthy training or incremental learning cycles) by using 
Eigenfaces to exploit all relevant character components 
while automatically deriving CC classification thresholds.  
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2. MACHINE PRINT AND HANDWRITING DISCRIMINATION 
Similar to [11], we project CCs into a hyperdimensional 

character space for classification. However, we discriminate 
between machine print and handwritten characters, rather 
than classifying machine print characters.  

2.1 Character Space  
Let ! = !1,!2,...,!M be a set of M vectors of length N2 

derived from N ! N character images (N=64). The mean 
character is defined  as                       ,  and the difference 
image of the ith vector as                     (Figure 2). 
 

            
=-

 
Figure 2. Difference image,                  , where 
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(a) Facial images
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(b) Mean of faces
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(c) Face Difference Image

Fig. 11. Mean and diff erence images. The mean face is sub-
tracted from each of the M faces to create diff erence images.
Images couresty of the Olivetti Research Laboratory [?].

tor as Γ̂i = Γi−Ψ (Figure 11(c)). Let A =
�
Γ̂1 . . . Γ̂M

�
.

That is, the columns of A are the diff erence images of the

M vectors in Γ . The covariance matrix C for the set Γ
is the N2 by N2 matrix where C =

�
1
M

�M
k=1 Γ̂iΓ̂T

j

�
=

1
M AAT . The eigenvectors of the covariance matrix C
are found via singular value decomposition [? ]. The sin-

gular value decomposition of a matrix A is given by

A = USV T . The eigenvectors of C =
1
M AAT are the

columns of U . We refer the interested reader to [? ] for a

detailed derivation.

Each eigenvector e�
i has a corresponding eigenvalue.

The eigenvector corresponding to the largest eigenvalue

points in the direction of greatest variance in face space.

Eigenvectors corresponding to successively smaller eigen-

values are mutually othogonal and point in the direction

of greatest remaining variance. Because pixel intensities

in images of faces are not statistically independent, rel-

atively few of the eigenvectors span most of the vari-

ance in the set Γ . The remaining eigenvectors may be

dropped, thus reducing the dimensionality of the space

and making the rest of the algorithm computationally

practical. The M � eigenvectors retained form the basis

of a vector space, referred to as face space . In Figure 12

we treat these N2-dimensional eigenvectors as N × N

/users/sjpinson/thesis/thesis/graphics/faceEigenvectorsAsImages.pdf

Fig. 12. Eigenfaces. The N2-dimensional eigenvectors of face
space, or eigenfaces, resemble ghostly faces when viewed as
N ×N images. Here we see the three most significant eigen-
faces, i.e. the directions that correspond to the three largest
variances in the distribution of faces. These eigenfaces were
derived from the images in the Olivetti Research Laboratory
facial image database.

images. Note that they resemble ghostly faces, hence the

name eigenfaces.

Known Faces Once face space has been defined, we de-

termine which faces we would like to recognize. These

faces are called known faces (Figure 9d). Let K � be the

projection of the set of known faces K into face space,

and let K�
i be the ith element of K� . The jth component

of K�
i is K �

ij = eT
j (Ki −Ψ) = eT

j K̂i, where ej is the jth

eigenvector of face space. That is, the jth component of

the projection of the ith known face is the dot product

of the jth eigenvector with the ith difference image.

Note that projecting into face space makes N2-dimensional

vectors become M �-dimensional (M � � N2). For Turk

and Pentland this meant moving from a 65,536-dimensional

space to a 7-dimensional space.

Face Recognition Recognition of a face with unknown
identity, U, (Figure 9e) proceeds as follows: We subtract

the mean face from U to get the difference image Û =

U−Ψ and project into face space to get U�. A distance

threshold, θ is established empirically, and the unknown

face is classified based on its distance from the known

faces in face space. Specifically,

class (U) =

�
class i if �U� −K�

i� ≤ θ
unknown otherwise

(1)

where i = arg minj �U� −K�
j�. In other words, an un-

known face is assigned to the class of the known face

that minimizes the Euclidean distance from the unknown

face. If the minimum Euclidean distance across all known

faces is greater than the threshold, the face is not recog-

nized (Figure 9e).

3.2 Method Identification by Eigenfaces

Figure 13 outlines our approach to connected component

level method identification (Compare with Figure 9).

Because machine print is consistent, connected com-

ponents that correspond to machine-printed characters

 = mean image. 
 

 

 
Figure 3. First and last 9 eigenvectors capture character structure, detail. 

 
Let                             .  That is,  the columns of A are  the   

difference images of the M vectors in !. The covariance 
matrix  C  for  the   set   !   is   the   N2 ! N2   matrix   where  
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Fig. 11. Mean and difference images. The mean face is sub-
tracted from each of the M faces to create difference images.
Images couresty of the Olivetti Research Laboratory [?].
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Known Faces Once face space has been defined, we de-

termine which faces we would like to recognize. These

faces are called known faces (Figure 9d). Let K � be the

projection of the set of known faces K into face space,

and let K�
i be the ith element of K �. The jth component

of K�
i is K �

ij = eT
j (Ki −Ψ) = eT

j K̂i, where ej is the jth

eigenvector of face space. That is, the jth component of

the projection of the ith known face is the dot product

of the jth eigenvector with the ith difference image.

Note that projecting into face space makes N2-dimensional

vectors become M � -dimensional (M � � N2). For Turk

and Pentland this meant moving from a 65,536-dimensional

space to a 7-dimensional space.

Face Recognition Recognition of a face with unknown
identity, U , (Figure 9e) proceeds as follows: We subtract

the mean face from U to get the difference image Û =

U−Ψ and project into face space to get U�. A distance

threshold, θ is established empirically, and the unknown

face is classified based on its distance from the known

faces in face space. Specifically,

class (U) =

�
class i if �U� −K�

i� ≤ θ
unknown otherwise

(1)

where i = arg minj �U� −K�
j�. In other words, an un-

known face is assigned to the class of the known face

that minimizes the Euclidean distance from the unknown

face. If the minimum Euclidean distance across all known

faces is greater than the threshold, the face is not recog-

nized (Figure 9e).

3.2 Method Identification by Eigenfaces

Figure 13 outlines our approach to connected component

level method identification (Compare with Figure 9).

Because machine print is consistent, connected com-

ponents that correspond to machine-printed characters

                  
C are found via SVD. That is, A = USVT, where the 
eigenvectors of C are the columns of U. The eigenvector 
corresponding to the largest eigenvalue points in the 
direction of greatest variance in character space. Because 
relatively few of the eigenvectors span most of the variance 
in the set !, most of the remaining eigenvectors may be 
dropped, reducing the dimensionality of character space to 
100 and making the algorithm computationally practical. 
The first and last nine basis vectors (eigenvectors – Figure 
3) capture the high-level and detailed structure, respectively, 
of the characters along their respective axis. The complete 
algorithm for discrimination between machine print and 
handwriting is outlined in Figure 6. 

2.2 Automatic Selection of Local Distance Threshold, "i 
Eigenfaces uses a single global threshold for face 

recognition. However, because machine-printed characters 
cluster much more tightly than handwriting, we introduce an 
algorithm to automatically select local distance thresholds, "i 
for each representative machine print template, !"i. We do 
this by computing the relative density of machine print and 
handwriting surrounding each !"I (Figure 4). We used Adobe 
Illustrator to create 5,957 representative templates of fonts 
and styles of characters, numbers, punctuation and symbols.  

To discriminate between an unknown CC, U, we project 
its difference image, 
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/users/sjpinson/thesis/thesis/graphics/top100evals.pdf

Fig. 17. 100 largest eigenvalues. We retained 100 eigenvec-

tors (out of 4,096) to form the basis of character space. These

eigenvectors correspond to the 100 largest eigenvalues, de-

picted here. The vertical axis represents the magnitude of

the eigenvalues.

/users/sjpinson/thesis/thesis/graphics/illustratorEigenvectors.png

Fig. 18. Eigenvectors viewed as images. Here are the first

nine eigenvectors of the character space defined by Γ . Note

the ghostly appearance of characters

/users/sjpinson/thesis/thesis/graphics/projectedRepresentatives.pdf

Fig. 19. Projection of machine print representatives. Here

we see the projection of the 5,957 machine print templates

onto the two most significant eigenvectors, i.e. those with the

greatest eigenvalues.

First, we create its template, U. Then we project its
difference image, Û = U − Ψ, into character space to
get U�. We determine the Euclidean distance from U� to
the projection of each representative machine print tem-
plate, Γ�

i. If the projection of U� lies sufficiently close
to the projection of the closest machine print template
in Γ , then we conclude that the connected component
from which we created the template U is machine print.
Otherwise we conclude that it is handwriting.

To define sufficiently close we determine a threshold,
θi, for each Γi. If these local thresholds are too high,
then we will frequently mistake handwriting for machine
print. On the other hand, if the thresholds are too low,
then we will have poor generalization. Clearly, the ob-
jective in selecting a threshold for a particular Γi is to
make it as large as possible without having too many
false positives.

Thus, our method identification rule, Equation 2,
is analogous to the Eigenface classification rule (Equa-
tion 1). However, in this case, rather than using a sin-
gle global distance threshold, θ, we use a local distance
threshold, θi for each representative machine print tem-
plate.

method(U) =
�

machine print if �U� − Γ�
i� ≤ θi

handwriting otherwise (2)

where i = arg minj �U� − Γ�
j�.

Automatic Local Distance Threshold Selection The large
number of Γi prohibit manual threshold selection. We
automatically determine local thresholds for each Γi given
a user-supplied global target for machine print precision,
P . Machine print precision refers to the fraction of con-
nected components classified as machine print that were
actually machine print.

Our data-driven approach begins with a large set of
machine print connected components, A, and a large set
of handwritten connected components, B. We generated
our own images of 273,286 machine print connected com-
ponents in 3 styles (normal, bold, italic) and 26 differ-
ent fonts for A. The first four partitions from the NIST
SD19 database [?] provided 599,724 handwriting con-
nected components from 2,100 writers for B. Each set
was meant to be representative of the distribution of
its method in character space. Their projection onto the
first two eigenvectors of character space is shown in Fig-
ure 20. We use the connected components in these sets to
determine the connected component radial density (Fig-
ure 21) of machine print and handwriting with respect
to each Γ�

i.
Let us explain what we mean by connected compo-

nent radial density. Density is a measure of mass per
volume. The units of connected component radial den-
sity are connected components per spherical volume in
character space. Just as air density is a function of dis-
tance above sea level, connected component density is a
function of radial distance in character space from a par-
ticular machine print representative. Since each machine
print representative has a unique location in character
space, each machine print representative has a unique
connected component density.

We distinguish between connected component den-
sity for machine print and handwriting connected com-
ponents. If we let v(r) be the volume of a hypersphere
of radius r in character space, then the machine print
connected component density for the representative Γi

at a radial distance r is:

 = U " #, into character space to get 
U". We determine the Euclidean distance from U" to the 
projection of each !"i. If the projection of U" lies sufficiently  

well as images of faces to be recognized are projected into face space.  The minimum 
Euclidean distance from an unknown face to the known faces determines how the 
unknown face will be classified.  If the minimum distance is above some threshold, then 
the face is rejected, i.e. not recognized.  

The basis of face space consists of the most significant eigenvectors of the 
covariance matrix of a training set of face images.  The covariance matrix is given by 

M

i

T
iiM

C
1

))((1 , 

where  is the ii
th training image and is the average of all the training images.  The 

projection of a face, , into face space is a vector of weights, one for each dimension of 
face space.  The kth component of the projection is , where  is the k)(T

kk u ku th 
most significant eigenvector of the covariance matrix C. 
 Muller and Herbst [3] employ this idea in character recognition.  Images of faces 
are replaced with images of characters.  We build on their work and apply the principle to 
connected component level method identification.  That is, for each connected 
component in an image, we determine whether the connected component is machine print 
or handwriting. 

 We accomplish this by determining the face 
space for a large set of machine print characters.  
Representative machine print characters are then 
projected into this space.  We determine a local distance 
threshold for each representative machine print 
character based on a user-supplied global requirement 
for machine print precision and the radial density (See 
Figure 2) of machine print and handwriting surrounding 
the connected component.  This algorithm is outlined 
below. 
 
 
 

Figure 2. Radial density 
 
 

global
: user-supplied global requirement for machine print precision. 

local
i : local distance threshold for the ith machine print representative. 

dr mp
: number of machine print connected components within distance d of the ith machine print representative. 

dr hw
: number of handwriting connected components within distance d of the ith machine print representative. 

 

1.   0local
i

2. while ( ) 
globallocal

i
hw

i
local
i

mp
i

local
i

mp
i rrr )]()(/[)(
Increment  

local
i

3. if (  > 0) 
local
i

 Decrement 
local

. i

 

 
 

Figure 4. Radial Density (inset) for determining threshold "i (blue circle). 
 

close, U is considered machine print, otherwise handwriting. 
 A user-supplied  global  target  for machine print 

precision, P, is needed to determine "i. We begin with a 
large set of machine print connected components, A, and a 
large set of handwritten connected components, B, meant to 
represent the distribution of its machine print or handwriting 
representative in character space.  
 

A = 273,286 machine print CCs (26 fonts, normal, bold, italic) 
B = 599,724 handwriting CCs, 2100 writers (NIST SD19 DB, 1st 4 parts) 

 
The CCs in these sets are used to determine the CC radial 
density (number of proximate CCs) of machine print and 
handwriting with respect to each !"i. 

If we let v(r) be the volume of a hypersphere of radius r 
in character space, then the machine print CC density for the 
representative !"i at a radial distance r is: 

 

  
 

where !A! is the cardinality of the set A. Similarly for the 
handwriting CCs. The summation in Equation 1 yields the 
number of machine print connected components within 
distance r of  !"i divided by the volume, v(r), of character 
space under consideration.  

We use P = 98%, to automatically select "i. We quantize 
character space about each !"i into b concentric hyper-
spheres (Figure 4). The radius of the outermost hypersphere, 
R, which defines the local neighborhood of each !"i, is 
empirically determined. "i is the last (quantized) radial 
distance, r, before which P drops below 98%. In other 
words, it is the greatest distance for which it, and all smaller 
distances, satisfy the target machine print precision (98%).  

2.3 Calculating Local Machine Print Precision 
Local machine print precision, Pi(r), for a given !"i and 

"i yields the fraction of CCs classified as machine print that 
were actually machine print (Figure 5). 

 

 
 

Figure 5. Local Machine Print precision, Pi(r) for given !"i, "i. 
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(a) Machine print
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(b) Handwriting

Fig. 8. Different instances of the character, ’a’. Machine print

connected components exhibit great consistency, while hand-

writing is consistently different.

to method identification, we present a detailed explana-
tion of Eigenfaces in Section 2.5.

The explanation of Eigenfaces will lay the ground-
work for the presentation of our connected component
level method identification technique in Section ??. Anal-
ogous to Eigenfaces, we use principal component analysis
over a set of images of machine print connected com-
ponents to find a suitable basis for a lower-dimensional
vector space (∼100 dimensions), which we shall call char-
acter space. Euclidean distance in character space, from
a set of representative machine print connected compo-
nents, determines the method, e.g. whether a connected
component is machine print or handwriting.

Finally, in Section ?? we will address the issue of
touching characters, which was discussed in Section ??
and illustrated in Figure 5. We give a novel algorithm
based on min graph cut [?] for separating touching char-
acters

3.1 Eigenfaces

We mentioned in the last chapter that the Eigenfaces
technique uses principal component analysis over a set
of facial images (∼ 16 images), which are treated as
points in a hyper-dimensional space (65, 536 dimensions
for 256 × 256 images), to find a suitable basis for a
lower-dimensional vector space. Euclidean distance in
the lower-dimensional space (∼ 7 dimensions), which is
called face space, is used to determine whether or not a
face is recognized. Figure 9 overviews the process.

Face recognition using Eigenfaces begins by treating
N × N images of faces (Figure 9a) as points in an N2

hyper-dimensional space (Figure 9b) as shown in Figure

/users/sjpinson/thesis/thesis/graphics/eigenFacesInANutshell.pdf

Fig. 9. Eigenfaces overview. (a) About 16 facial images. (b)

Faces as points in hyper-dimensional space (65,536 dimen-

sions for 256 × 256 images) where each pixel is a mutually

orthogonal direction. (c) Principal component analysis pro-

duces a reduced-dimensional space (∼7 dimensions), the ba-

sis of which are the eigenvectors corresponding to the largest

eigenvalues. (d) Known faces projected into face space. (e)

An unknown face is recognized if it is within a user-defined

Euclidean distance of a known face, otherwise it is not rec-

ognized.

/users/sjpinson/thesis/thesis/graphics/templateAsFeatureVector.pdf

Fig. 10. A face template viewed as a feature vector. The

feature vector consists of the image pixel intensities, concate-

nated in row major order.

10, where the vector elements represent pixel intensi-
ties in row major order from the upper left to the lower
right-hand corner of the image. In other words, the pixels
are mutually orthogonal directions in an N2-dimensional
space. Typically, N is around 256, which means the N2

hyper-dimensional space has 65,536 dimensions. After
observing that the distribution of faces in this space
will not be random, Turk and Pentland, apply princi-
ple component analysis to reduce the dimensionality of
the space. The reduced-dimension space, which has ∼7
dimensions, is called face space. We now describe the
formation of face space.

Face Space Let Γ = Γ1,Γ2, . . . ,ΓM (Figure 11(a)) be a
set of M vectors of length N2 derived from N × N fa-
cial images. The mean face (Figure 11(b)) is defined as
Ψ = 1

M

�M
i=1 Γi, and the difference image of the ith vec-
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Fig. 11. Mean and difference images. The mean face is sub-
tracted from each of the M faces to create difference images.
Images couresty of the Olivetti Research Laboratory [?].
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termine which faces we would like to recognize. These

faces are called known faces (Figure 9d). Let K � be the

projection of the set of known faces K into face space,

and let K�
i be the ith element of K �. The jth component

of K�
i is K �

ij = eT
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j K̂i, where ej is the jth

eigenvector of face space. That is, the jth component of

the projection of the ith known face is the dot product

of the jth eigenvector with the ith difference image.

Note that projecting into face space makes N2-dimensional

vectors become M �-dimensional (M � � N2). For Turk

and Pentland this meant moving from a 65,536-dimensional

space to a 7-dimensional space.

Face Recognition Recognition of a face with unknown
identity, U, (Figure 9e) proceeds as follows: We subtract

the mean face from U to get the difference image Û =

U−Ψ and project into face space to get U�. A distance

threshold, θ is established empirically, and the unknown

face is classified based on its distance from the known

faces in face space. Specifically,

class (U) =
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i� ≤ θ
unknown otherwise
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where i = arg minj �U� −K�
j�. In other words, an un-

known face is assigned to the class of the known face

that minimizes the Euclidean distance from the unknown

face. If the minimum Euclidean distance across all known

faces is greater than the threshold, the face is not recog-

nized (Figure 9e).

3.2 Method Identification by Eigenfaces

Figure 13 outlines our approach to connected component

level method identification (Compare with Figure 9).
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ponents that correspond to machine-printed characters
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Figure 6. Discrimination between machine print and handwritten text: (a) machine print connected components (CCs) 
(b) projection of CCs into N2 hyper-dimensional space (c) PCA to create reduced dimensional character space            
(d) projection of machine print representatives in character space (e) automatic local distance threshold selection from 
large sets of machine print and handwriting templates and user-specified precision (f) classification as machine print or 
handwriting (g) min graph cut recursive touching character segmentation by seeding source/sink with outside pixels. 
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3. RESULTS 
The NIST SD19 database consists of 3,699 handwriting 

forms such as in Figure 7. A certain partition of NIST 
SD19, hsf 4, with samples from 500 different writers has 
been designated by NIST for the purposes of reporting OCR 
results. We use hsf 4 to evaluate our method. 

After registering the images and removing the form 
boxes and name field, each connected component is 
classified as machine print (green) or handwriting (red) 
(Figure 7). Extremely small connected components, which 
do not provide enough information to make a confident 
classification, are not considered.  

The NIST SD08 database includes 360 binary images of 
machine print characters. Three styles (normal, bold, and 
italic), six fonts (Courier, Helvetica, New Century 
Schoolbook, Optima, Palatino, and Times Roman), and ten 
point sizes (4, 5, 6, 8 10, 11, 12, 15, 17, 20) are represented. 
Two images of randomly selected characters for each style, 
font, and size, were used to test our classifier. 

The confusion matrix in Table 1 summarizes our results. 
The upper left entry means that when we predicted a 
connected component to be machine print, we were right 
98.21% of the time. Similarly, the lower right entry means 
when we classified a connected component as handwriting, 
we were right 71.05% of the time. 

For a connected component to be classified as machine 
print it must lie within the local distance threshold of the 
nearest representative machine print template (Figure 4). 
High machine print precision implies that local distance 
thresholds are not too loose, else handwriting connected 
components would be mistaken for machine print. 

In general, there is a tradeoff between machine print 
precision and handwriting precision. However, in this case 
the low handwriting precision, 71.052%, has a specific 
cause: small machine print characters get mistaken for 
handwritten characters. The average height of machine print 
characters is 19.72 pixels with 40% of them < 20 pixels 
high, and over 93% < 23 pixels in height. 

As the size of connected components diminishes, so do 
many of the distinguishing features between machine print 
and handwriting. To test this assertion we replaced the 
machine print with a similar but larger font (about 40 pixels 
high) from NIST SD08. The results, shown in Table 2, show 
18% improvement in the precision of handwritten characters 
while maintaining ~94% precision with machine print.   
 

 Predicted Machine Print Predicted Handwriting 
Actually Machine Print 98.21% 1.8% 
Actually Handwriting 28.95% 71.05% 

 

Table 1. NIST SD19 hsf 4 confusion matrix. Over 98% machine print 
precision, but lower handwriting precision due to font size. 
 

 Predicted Machine Print Predicted Handwriting 
Actually Machine Print 93.98% 6.02% 
Actually Handwriting 10.9% 89.1% 

 

Table 2. NIST SD19 hsf 4 adjusted confusion matrix from replacing 
machine print in NIST SD19 with a larger font (~40 pixels high) from 
NIST SD08.  

 
 
 
 
 

 

 
 

 
 
 
 

Figures 1 and 8 are representative of results achieved for 
discriminating between machine print and handwriting. 
Most handwriting false positives result from touching 
characters or annotations that artificially connect 
components. Others result from too much similarity 
between machine print and handwriting representatives or 
insufficient discrimination of the eigenfaces algorithm.  

Figure 7. NIST SD19 handwriting sample form. Left: original.  Right:  
labeled – machine print (green), handwriting (red). Note false positives from 
touching machine print characters. 

 

Figure 8. Handwritten annotation and machine print discrimination 
captures annotations although some annotations cause false positives. 
. 
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3.1 Handwriting Accuracy by Writer 

           
 

Figure 9. Handwriting accuracy by writer. Each bin in the histogram shows 
the number of writers for which the labeled accuracy was achieved. 

 

Figure 9 shows the fraction of handwriting CCs correctly 
classified as handwriting for 500 writers. The worst 
accuracy for any single writer was 88.24%, the best 100%, 
with an average accuracy of 96-97%. 

3.2 Touching Character Segmentation 
About 13% of the handwriting false positives are touch-

ing machine print characters. To address this we created a 
recursive touching character segmentation algorithm using 
min graph cut to split touching characters by seeding 
source/sink with outside pixels (Figure 6). Application of 
the algorithm to 1,056 touching characters consisting of 
every pairwise combination of letters, in all combinations of 
upper and lower case, improved classification from 4.07% 
(without segmentation) to 89.19% (Table 3). 

 

 Without Segmentation With Segmentation 
Machine print precision 4.07% 89.19% 

 

Table 3. 4.07% machine print precision over 1,056 touching character 
CCs. Recursive segmentation increased precision to 89.19%. 
 

4. CONCLUSION AND FUTURE WORK 
Based on a user-supplied global target precision, and 

automated local threshold detection, discrimination of 
machine print from handwriting is performed with high 
precision (94%) over a large data set while maintaining 
handwriting precision at 89%. Automated selection of 
principle component features [18] could possibly increase 
precision while greatly reducing the dimensionality of the 
character space. Training on handwritten CCs and improved 
segmentation of touching characters and annotations (Fig. 8) 
would also likely improve precision/recall to match or 
exceed levels reported in [14] while competing with error 
rates reported in state-of-the-art approaches [18]. 

Handwritten annotations are effectively identified 
without the aid of color, although annotations that touch 
machine print cause false positives (Figure 8). Automated 
seeding of strokes in the character segmentation algorithm 
(Figure 6) could be used to decouple machine print from 
annotations. Grayscale, lexical and typographic context 
might also improve segmentation of touching characters.  

In general, machine print that is falsely labeled as 
handwriting occurs infrequently in the midst of correctly 

labeled machine print. (See Figures 1, 7 and 8.) These errors 
could be corrected contextually by inspecting local 
thresholds of the nearby machine print CCs to discover a 
better global fit at the word or sentence level. Elimination of 
font and style templates that are globally distant from the 
connected components in a document might also improve 
results. 
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