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Abstract—Radial harmonic Fourier moments (RHFMs) are 
invariant to translation, rotation, scaling and intensity, which 
own excellent image description ability, noise-resistant power, 
and less computational complexity. In this paper, RHFMs have 
been applied to the rotated Chinese Chess character recognition, 
which is the key step in chess recognition for vision system of 
Chinese Chess playing robot. In order to evaluate the efficiency 
of this method, experiments on both toy images and real chess 
images were carried out respectively. The experimental results 
indicate that the proposed method achieves an average 
recognition rate of 99.49% in artificial datasets and 99.57% in 
real-world datasets. The results demonstrate that the RHFMs 
have excellent performance in rotated Chinese Chess character 
recognition. 

Keywords-rotated Chinese character recognition; Chinese 
Chess; Radial harmonic Fourier moments (RHFMs); moment 
invariants 

I. INTRODUCTION  
For the past decade, great efforts have been made to 

develop an efficient Chinese character recognition method 
[1, 2]. Many algorithms based on local or global features 
have been proposed. These methods are widely applied to 
on-line and off-line character recognition, printed and 
handwritten character recognition. Researchers have made 
great progress in this field, and some methods have been 
successfully used in commercial products. However, there 
are still some challenges in various special applications. For 
instance, rotated Chinese character recognition is not very 
well developed. In some special occasions, rotated Chinese 
character recognition is significant, for example, in vision 
system of Chinese Chess playing robot. Chinese Chess is an 
extremely popular two-player board game in China and some 
other Asian countries. The chess pieces are flat circular 
disks, painted red and black separately identifying which 
player the piece belongs and marked with 11 different 
Chinese characters identifying the piece. Chess recognition is 
a part of vision system for Chinese Chess playing robot. 

Owing to the arbitrary orientation of chess pieces are placed, 
rotated Chinese character recognition is a crucial step in 
chess recognition. 

There are some previously proposed approaches for 
rotated Chinese character recognition such as ring projection, 
radicals matching, stroke-based features, moment Fourier 
descriptor, Fourier-wavelet descriptor, Gabor filtering, 
Zernike moments, etc[3-13]. These methods are designed for 
general rotated Chinese character recognition, so that most of 
which require extensive preprocessing, and have higher 
computational complexity. Furthermore some of these 
rotation invariant features are unstable for arbitrary rotation 
of character. To the best of our knowledge, few literatures 
discussed the rotated Chinese chess character recognition. 
The Radial harmonic Fourier moments (RHFMs) are 
translation, rotation, scaling, and intensity invariants, which 
own excellent image description ability, noise-resistant 
power, and simple computation[14]. Take the characteristics 
of Chinese chess into consideration, in this paper, RHFMs 
have been applied to the rotated Chinese Chess character 
recognition. 

The rest of this paper is organized as follows: Some 
related works about invariant moments are introduced in 
section 2. In section 3, the definition and normalization 
method for multi-distortion invariance of the RHFMs is 
discussed and the feature extraction and recognition method 
is given. We investigate and compare the performance of 
RHFMs with Zernike moments (ZMs) and Jacobi–Fourier 
moments (JFMs) in terms of experiments on both artificial 
and real-world datasets. Experimental results are given in  
section 4. Section 5 concludes this paper. 

II. RELATED WORKS 
The moment invariants are highly concentrated multi-

distorted invariants image features. They have been 
extensively employed as the invariant global features of an 
image in pattern recognition, image classification, target 
identification, and scene analysis. Hu firstly introduced 
moment invariants in 1962, based on methods of algebraic 
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invariants[15]. Using nonlinear combinations of geometric 
moments, he derived a set of invariant moments which has 
the desirable properties of being invariant under image 
translation, scaling, and rotation. However, the geometric 
moments are not orthogonal, thus the invariant moments 
suffer from information redundancy, and reconstruction of 
the image from these moments is deemed to be quite 
difficult. 

According to the orthogonal theory, an image function 
can be decomposed with orthogonal and completed function 
systems to form the independent orthogonal image moments, 
and original image can be reconstructed by the weighted 
superposition of the moments. Teague has suggested the 
notion of orthogonal moments and introduced Legendre 
moments and Zernike moments using the corresponding 
orthogonal functions as kernels for image description[16]. 
ZMs of the nth order with repetition m are defined as 

 ( ) ( )2 1 *

0 0

1 , ,nm nm
nA V r f r rdrd

π
θ θ θ

π
+= ⎡ ⎤⎣ ⎦∫ ∫ , (1) 

0,1,2, , , 2, ,n m n n n= = − − + , 
( ),nmV r θ  are Zernike polynomials   

 ( ) ( ), exp( )nm nmV r R r jmθ θ= , (2) 
where the radial part is  

 ( ) ( ) ( )
( )( ) ( )( )

( ) 2
2

0

!
1

! 2 ! 2 !

n m
s n s

nm
s

n s
R r r

s n m s n m s

−
−

=

−
= −

+ − − −
∑ .  (3)  

The image reconstruction from orthogonal moments is easy 
and optimal when using only a finite set of moments. Teh 
and Chin evaluated various types of image moments, 
including geometric moments, Legendre moments, Zernike 
moments, pseudo-Zernike moments, rotational moments, and 
complex moments, in terms of noise sensitivity, information 
redundancy, and capability of image description. They found 
that ZMs have the best overall performance[17]. 

Henceforward various orthogonal moments have been 
proposed and their proprieties have been discussed. Sheng et 
al. proposed the Orthogonal Fourier–Mellin moments 
(OFMMs), which are constructed by the Gram–Schmidt 
orthogonalization of a set of monomials of the lowest 
powers. The OFMMs have better performance than the ZMs, 
especially for the description of small images[18]. Ping et al. 
proposed Chebyshev–Fourier moments (CHFMs), which 
have almost the same performance as OFFMs for shape 
description[19]. However, CHFMs tend to be infinite at the 
origin, which create difficulties in describing an image near 
the center of the image. Ping et al. proposed a generic 
orthogonal moments: Jacobi–Fourier moments[20]. JFMs are 
defined as 
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π
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n, m are integers, ( , , )nJ p q r are the deformed Jacobi 
polynomials, which have the relation with Jacobi 
polynomials ( ), ,nG p q r as follows 
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p and q are real parameters, the value variation of which 
will form different Jacobi polynomials. The kernel function 
of JFMs consists of radial Jacobi polynomial and angular 
Fourier complex exponential factor. Almost all orthogonal 
moments with the kernel function consisted of radial 
orthogonal polynomial and angular Fourier exponential 
factor in polar coordinate system, such as ZMs, OFMMs, 
CHFMs, are special cases of the JFMs and can be derived 
from the JFMs in terms of different parameter values. These 
moments have the property of being rotational invariant. 
Bhatia and Wolf have shown that a polynomial that is 
invariant in form for any rotation of axes about the origin 
must be of the form 
 ( cos , sin ) ( ) exp( )nV r r R r jmθ θ θ= ,  (9) 
where ( )nR r  is a radial polynomial in r of degree n [21]. 
Essentially, the kernels of JFMs including its special cases 
comply with this form. 

III. RHFMS-BASED CHARACTER RECOGNITION 
The kernel function of RHFMs also follows the form of 

(9), which chose orthogonal and completed triangular 
function as radial function. The RHFMs are translation, 
rotation, scaling, and intensity invariant. Compared with 
other moments, RHFMs have a superior performance. 
Therefore we will apply RHFMs for Chinese Chess character 
recognition. 

A. Definition of RHFMs 
The RHFMs kernel function set ( ),nmP r θ  defined in a 

polar coordinate system consists of two separable function 
sets: the function ( )nT r to be a radial function and the 
Fourier exponential factor ( )exp jmθ  to be an angular 
function: 
 ( , ) ( ) exp( )nm nP r T r jmθ θ= , (10) 
where n ,m are integers, and ( )nT r is defined as: 
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The set of ( )nT r is orthogonal in the interval 0 1r≤ ≤ , 
Hence The RHFMs kernel function set ( ),nmP r θ  is 
orthogonal in the interior of the unit circle: 
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where nk mlδ δ are Kronecker symbols, and 1r =  is the 
maximum size of the objects that can be encountered in a 
particular application. 

In the polar coordinate system, an image function 
( , )f r θ  can be decomposed with the set of ( ),nmP r θ as:  

 ( ) ( )
0
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n m
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where nmφ  are the coefficients of the decomposition and 
referred to as the RHFMs : 
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B. Normalization and Invariance 
The RHFMs are not multi-distorted invariants 

themselves, but can be normalized to be invariant for the 
translation, rotation, scaling and intensity variation of an 
image. First of all, the zero order and first order of the 
geometric moments, Gpq, was calculated to determine the 
centroid of the image- xc = G10/G00, yc = G01/G00， and 
then the centroid was taken as the origin of the coordinate 
system. All the moments calculated in this coordinate system 
are translation invariant. Secondly, because of the Fourier 
exponential factor exp( )jmθ−  in the integral kernel, any 
rotated angle of the image in the coordinate plane, ϕ , will 
cause a phase factor  exp( )jmϕ for all moments, while the 

modular of the RHFMs, nmφ , reserves invariant. Finally, we 
discuss the scaling- and intensity- distortion invariance. 
Suppose the distorted image is ( )/ ,gf r k θ , where g is the 
intensity variation factor, k is the scale variation factor. The 
Fourier–Mellin moments of the distorted image are 
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where smM  is the Fourier–Mellin moments of the original 
image. When all the distorted images in the training set are 
normalized, the ratio 10 00/M M  is chosen to be a constant 
and slightly smaller than the minimum ' '

10 00/M M  of all the 
images in the training set to ensure that the normalized 
images remain inside the unit circle. Then factor k and g are 
calculated for each image in the training set by using (16) 
and (17):    
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For each distorted image, let /r kρ = , then 
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Let 
 2

nm nm gkφΦ = , (19) 

nmΦ are then calculated by (14) and (19) for all images of the 
training set, which is scaling- and intensity-distortion 
invariant. 

C. Feature Extraction and Recognition 
RHFMs with n, m=0, 1, 2, 3, 4 of input image were 

calculated, a 25-dimensional multi-distorted invariant feature 
vector constructed with modular of the RHFMs, nmΦ ,were 
obtained to describe it. The average vector of training 
samples was used as a representative of its class. A simple 
minimum city block distance classifier was used in 
recognition. The city block distance was defined as 

 ( )
4

, 0
i nm nm i

n m

d
=

= Φ − Φ∑  , (20) 

where nmΦ  is the modulus of the RHFMs of the testing 

image, and ( )nm i
Φ  is that of the class i. A testing image 

was classified to the class i for which the distance id  was 
minimum. 

IV. EXPERIMENTAL RESULTS 
Experiments on both artificial and real-world datasets 

were carried out to verify the ability of the RHFMs for 
Chinese chess recognition, and the results were compared 
with ZMs and JFMs. In our experiments, just translation and 
rotation invariants were applied, because the experiment 
samples are binary images and scale-normalized. 

A.  Experiments on Toy Examples 
The goal of toy experiments is to demonstrate the 

recognition power of RHFMs for rotated Chinese character. 
A database consisted of binary images of the 11 Chinese 
characters in 64×64 pixel matrices was constructed. In order 
to test the rotation invariance, each character was rotated by 
every 10 deg to generate the 36 rotated samples. Some 
samples are shown in Fig. 1. 

In the experiment, 18 samples of each character were 
chosen as the training samples to constitute the training set 
and the remaining samples of all characters were taken to be 
the testing set. We calculated 25 RHFMs of the training 
images for each character and derived an average feature 
vector to represent it, then classified the testing images with 
a minimum city block distance classifier. ZMs and JFMs 
with 4, 3p q= =  were also extracted and used in 
classification for comparison. The recognition performances 
of the training and testing sets were evaluated, respectively. 
The results are given in Table 1. 
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Figure 1.  Sample images in artificial database  

TABLE I.  THE RECOGNITION RATES OF ARTIFICIAL DATASET 

Features Training Set Testing Set Average 

RHFMs 99.49% 99.49% 99.49% 

JFMs 100% 99.75% 99.88% 

ZMs 100% 100% 100% 

 
RHFMs can achieve a recognition rate of 99.49% on both 

training set and testing set. JFMs can achieve a recognition 
rate of 100% on training set and 99.75% on testing set,  
which results in an average recognition rate of 99.88%. ZMs 
can correctly identify all the images in the training set and 
testing set. These experimental results illustrate that RHFMs, 
JFMs and ZMs are efficient in rotated Chinese character 
classification. They have similar high discrimination power 
in ideal environment. Compared with RHFMs, the average 
recognition rate of JFMs and ZMs are slight higher. 

B. Experiments on Real Chess Images 
In order to assess the effectiveness of the RHFMs in real 

scene, experiments on real-world datasets have also been 
performed. For this purpose, a chess image database of real 
photographs and real rotations was constituted. We acquired 
the images by CCD camera. Each chess piece was captured 
32 times with different rotation angles which were randomly 
chosen within [0º, 360 º]. Therefore, we get 32 samples for 
each chess piece and 352 samples for the all. The chess 
pieces were segmented from original images and normalized 
to 64×64 pixel, as shown in Fig. 2. Then the color images 
were converted into binary images with adaptive threshold 
offered by OpenCV. The binary images are shown in Fig.3. 

The experiment further was performed on the binary 
images. Half of the database was used for training and the 
other half for testing. We also compare the RHFMs with 
ZMs and JFMs ( 4, 3)p q= =  in recognition with a minimum 
city block distance classifier. The results are tabulated in 
Table 2.  

RHFMs reach 99.14% recognition rate on training set 
and 100% on testing set. An average recognition rate is 
99.57%. JFMs achieve a recognition rate of 98.58% on 
training set, 96.87% on testing set, and 97.73% on average. 
A recognition rate of 93.75% on training set, 86.93% on 
testing set, 90.34% on average can be achieved with ZMs. 
The results clearly indicated that the RHFMs have excellent 
performance in real Chinese Chess character recognition, 
which is superior to the ZMs and JFMs. Since digital images 
are scanned and stored with a limited resolution in the 
computer, the rotation of chess will cause image distortion. 
Furthermore due to the original image and the process of  

 

 

Figure 2.  Sample color images in real-world database  

 

 

Figure 3.  Sample binary images in real-world database  

TABLE II.  THE RECOGNITION RATES OF REAL-WORLD DATASET 

Features Training Set Testing Set Average 

RHFMs 99.14% 100% 99.57% 

JFMs 98.58% 96.87% 97.73% 

ZMs 93.75% 86.93% 90.34% 

 
binarization, noise was also introduced in the binary images. 
The experimental results reveal that ZMs and JFMs are more 
sensitive than RHFMs to distortion and noise. The 
recognition rates of ZMs and JFMs have been a decline in 
the presence of distortion and noise, whereas the 
performance of the RHFMs is not affected. The reliability 
and robustness of the proposed recognition method remains 
very stable and high.  

 

V. CONCLUSION 
In this paper, we proposed a rotated Chinese Chess 

character recognition method based on RHFMs which are 
translation, rotation, scaling, and intensity invariant. We 
evaluated the proposed method on both artificial and real-
world datasets respectively and got satisfactory results 
compared with ZMs and JFMs. The experimental results 
demonstrate that the RHFMs outperform the others in terms 
of overall performance for image recognition and robustness 
to distortion and noise. The results confirmed the 
effectiveness and the feasibility of the RHFMs in rotated 
Chinese Chess character recognition. These clearly show the 
potential of the proposed method for practical application in 
Chinese Chess playing robot vision system for chess 
recognition. Since the discrimination power provided by 
each dimension of the feature vector is not equivalent, the 
selection of feature and the selection of dimension of the 
feature space will be further studied. The classifier selection 
is also the topic for our future research.  
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