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Abstract— Web has become increasingly oriented to 
multimedia content. Most information on the web is conveyed 
from images. Text localization in web image plays an 
important role in web image information extraction and 
retrieval. Current works on text localization in web images 
assume that text regions are in homogenous color and high 
contrast. Hence, the approaches may fail when text regions are 
in multi-color or imposed in complex background. In this 
paper, we propose a text extraction algorithm from web images 
based on the probabilistic candidate selection model. The 
model firstly segments text region candidates from input 
images using wavelet, Gaussian mixture model (GMM) and 
triangulation. The likelihood of a candidate region containing 
text is then learnt using a Bayesian probabilistic model from 
two features, namely, histogram of oriented gradient (HOG) 
and local binary pattern histogram Fourier feature (LBP-HF). 
Finally best candidate regions are integrated to form text 
regions. The algorithm is evaluated using 155 non-homogenous 
web images containing around 600 text regions. The results 
show that the proposed model is able to extract text regions 
from non-homogenous images effectively. 
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I.  INTRODUCTION 

Internet has become one of the most important 
information sources in our daily life. As network technology 
advances, multimedia contents such as images, contribute a 
much heavier proportion than before. Survey by Petrie et al. 
[1] shows that among 100 homepages from 10 websites, 
there are average 63 images per homepages. Text, as a high-
level semantic feature in image, contains useful information 
of the image contents, and thus the contents of the web. 
Therefore, text localization in web images plays an important 
role in web image information extraction and retrieval. The 
problem of text extraction has been addressed under different 
contexts in the literature, such as natural scene images [2,12], 
document images and videos [11]. However, web image 
exhibits different characteristics comparing to other types of 
images, such as natural scene image and document image. A 
web image normally has only hundreds of pixels and low 
resolution [3]. On the other hand, although frames in video 
suffer the same problem of low resolution and blurring, text 
localization in videos can utilize the temporal information. 
However, this information is inherently absent in web 
images. Therefore, the current approaches for text extraction 

on general images and videos cannot be directly applied to 
web images.  

Current works on text extraction in web images were 
mainly based on clustering color information to segment the 
original image coarsely and then apply connected component 
analysis to extract text strings [4-6]. These approaches 
generally assumed that text regions are in homogenous color 
and high contrast. Hence, the approaches may fail when text 
regions are in multi-color or imposed in complex 
background. The first work attempting to extract texts from 
non-homogeneous color web images is proposed by Karatzas 
et al. [3]. They present two segmentation approaches to 
extract text in non-uniform color and more complex 
situations. However, their experimental datasets consist of 
only a minor proportion (29 images) of non-homogeneous 
images, which is not able to reflect the true nature of the 
problem. 

In this paper, we propose a text localization algorithm 
based on the probabilistic candidate selection model for 
multi-color and complex web images. Our algorithm firstly 
segments text region candidates from input images using 
wavelet and Gaussian mixture model (GMM). It then groups 
nearby regions by triangulation and generate segmented text 
candidate regions. Two features are computed from each 
candidate region. One is the histogram of oriented gradient 
(HOG), proposed by Dalal et al. [8].  The other is local 
binary pattern histogram Fourier feature (LBP-HF), proposed 
by Ahonen et al. [9]. The likelihood of a candidate region 
containing text is then learnt using a naïve Bayes 
probabilistic model. Finally we integrate best candidate 
regions to form text regions. Our algorithm is evaluated 
using 155 non-homogenous web images.   

The paper is organized as follows. Section 2 introduces 
the probabilistic candidate selection model. Section 3 
elaborates our algorithm in details. Section 4 presents the 
evaluation methods and experimental results. Discussion and 
comparison with other contexts on text localization are also 
illustrated in this section.  Section 5 concludes our work and 
proposes future research directions. 

II. PROBABILISTIC CANDIDATE SELECTION MODEL 

The proposed model is basically a divide-and-conquer 
approach. Instead of answering where the text regions locate, 
we divide the image into candidate regions and decide the 
likelihood of each region being text. Then the best candidate 
regions are select and integrated as the final results according 
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to the probability. (Fig. 1) In this way, the harder question 
“where” is transformed to many easier “yes-no” questions.  

 

 
Figure 1. The probabilistic candidate selection model 

 
A text localization algorithm is constructed based on the 

model (Fig. 1). Specifically, the algorithm firstly generates 
region candidates (Fig. 1 Ci) from input image, using wavelet, 
Gaussian mixture model (GMM) and triangulation. Two 
features are computed from each region candidate. One is the 
histogram of oriented gradient (HOG) [8].  The other is local 
binary pattern histogram Fourier feature (LBP-HF) [9]. The 
likelihood of a region candidate (Fig. 1 PCi) containing text 
is then learnt using a naïve Bayes probabilistic model. 
Finally we integrate best candidate regions to be text regions. 
We shall give detail implementations of the algorithm in the 
next section. 

III. ALGORITHM IMPLEMENTATION 

     In this section, we describe the text localization 
algorithm in three parts: region segmentation, probability 
learning and probability integration.  

3.1 Region Segmentation 
3.1.1 Wavelet Quantization and GMM Segmentation 

The input color image is firstly quantized in gray scale 
and decomposed into several channels, in order to separate 
pixels with large different intensity values. The quantization 
is achieved by reconstructing the approximate coefficients 
from 2D wavelet decomposition. The continuous intensity 
histogram will be discretized into several pikes, where each 
pike represents certain intensity channel. (Fig. 2c) Thus one 
input image is decomposed into four channel images. (Fig. 
2d) 

Each channel image is further segmented into regions 
using Gaussian mixture model (GMM), based on the position 
and RGB intensity values. (Fig. 3) The GMM model is learnt 
with the Expectation Maximization (EM) algorithm and we 
use a boosting method to find the optimized number of 
Gaussian kernels. In this way, a multicolor input web image 
will be decomposed into regions that distribute sparsely in 
different intensity channels, where pixels in the same region 
of the same channels have similar intensity values and 
distribute spatially nearby.  

 
b c

  
a d 

Figure 2. Wavelet Quantization: (a) Sample input image (b) Histogram of 
continuous intensity values (c) histogram of discretized intensity values (d) 

The sample input image in four channels separately. 

3.1.2 Triangulation  

The regions obtained from GMM segmentation are 
piecewise and contain both text and non-text regions. Hence, 
we group the neighboring regions together by using the 
Delaunay triangulation [7]. In theory, the extrema points of a 
region and the smallest distances between these extrema 
points of two regions are the best way to represent the 
relationship of two regions. However, in real practice, this 
only complicates the procedure but cannot gain better 
performance. The reason is that this kind of representation is 
sensitive to region size and shape. Thus, in the 
implementation, we use centroid to represent a region that is 
clustered into two sets based on area. Specifically, we assign 
the regions with area less than 20 pixels to the small area 
region set. Otherwise, they are assigned to the big area 
region set. Two Delaunay triangulation graph are built on 
these two area region sets respectively (Fig. 4b). In one 
triangulation graph, each node represents a centroid and two 
adjacent nodes are connected by an edge. The length of an 
edge is the Euclidean distance value of the two connected 
nodes. Then in the graph formed in the small area region set, 
we remove the edges with lengths longer than 25 if the 
distance of two connected nodes in x-axis is less than 5, 
otherwise, we remove the edges with lengths longer than 10. 
Similarly, in the graph formed in the big area region set, we 
remove the edge with a larger threshold of 70 if the distance 
of two connected nodes in x-axis is less than 15, or the edges 
are removed with the length longer than 20. After removing 
the long edges, the two graphs are segmented into many 
subgraphs and we consider each subgraph as a text candidate 
region for future probabilistic learning.  
 

 
 

 
 

Figure 3. GMM segmentation results for four channels in Fig. 1d. 
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Figure 4. Triangulation on two area region sets. The f
area region set; the second row is the big area region

represent the centroids of the regions. (b) Delaunay t
formed by the centroids. (c) Sub-graphs are built after

edges. 

3.2 Probabilty Learning 
For each candidate region obtained from

likelihood of being a text region is learn
features extracted from these regions. 
observation that text is usually geometrically
has regular oriented contours, we select 
represent the pattern of text, namely, th
Oriented Gradient (HOG) [8] and Local
Histogram Fourier Feature (LBP-HF) [9].  

HOG captures the local shape of an i
distributing edge orientations into K quant
the image region. The contribution of each 
according to its magnitude. HOG has been 
as one of the best feature to capture the edg
information. In our implementation, we c
vector with 8 bins in each image region. 
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3.3 Probabilty Integration 

 From the probability learning 
obtained each candidate region wi
text. Then each candidate region
Normally, each pixel should have 
being text within the same region. H
regions are grouped together in 
position of the candidate regions in
overlay. Thus, a pixel may belo
candidate region. Therefore, we 
probability of being text for all pixel
from different channels.  

Let p be the pixel in image, ܴ ൌ
the candidate regions ݎ௜  that p be
probability of being text for p in (4).ܲሺ݌ሻ ൌ  ൜ 0, ܴ ൌ ∑׎ ܲሺݎ௜ሻ, ௜௡௜ݎ 

           
                      a                                  b              

Figure 6. Probability Integration result: (a) t
integration result of input image (c) Th

conjugate of ܪሺ݊ଶ,  .ሻݑ
acted from each of the 
hen concatenated linearly 
ture vector. The principal 
to reduce the dimensions 

ntegrated HOG and LBP-
on and non-text region is 

fed into the naïve Bayes. 
region being text is then 

 
feature comparison of text and 

sions of the integrated feature 
ature vector in each dimension. 

in section 3.2, we have 
ith a likelihood of being 
n is broken into pixels. 

the same probability of 
However, as the candidate 

different channels, the 
n the original image may 
ong to more than one 

have to integrate the 
ls in all candidate regions ൌ ሼݎଵ, ,ଶݎ …  ௡ሽbe the set ofݎ
longs to; we define the 
א׎  . ܴ                             (4) 

 

    
                  c 
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The probability integration result is shown in Fig. 6b. 
From Fig. 6b, we can observe that the probability integration 
provides fuzzy value for each candidate region being text.  

IV. EXPERIMENTS 

4.1 Evaluation 
      The evaluation method follows the evaluation criteria of 
ICDAR 2003 robust reading competitions [2]. We denote E 
as the set of the estimate text rectangles, T as the set of text 
rectangles from ground truth. Then we define the area match ݉௔  between two rectangles ݎଵ and ݎଶ  as twice the area of 
intersection divided by the sum of the areas of each 
rectangle i.e.: ݉௔ሺݎଵ ൅ ଶሻݎ ൌ  2ܽሺݎଵ ת ଵሻݎଶሻܽሺݎ ൅ ܽሺݎଶሻ 

Where ܽሺݎሻis the area of rectangle r. ݉௔ has the value one 
for identical rectangles and zero for rectangles that have no 
intersection. For each rectangle in the set of estimates we 
find the closest match in the set of ground truth, and vice 
versa. Hence, the best match ݉ሺݎ, ܴሻfor a rectangle r in a 
set of rectangles R is defined as: ݉ሺݎ, ܴሻ ൌ maxሺ݉௔ሺݎ, ᇱݎ ׊            ,ᇱሻሻݎ א ܴ 

      Then the precision p and the recall r are defined as 
follows respectively: ݌ ൌ ∑ ݉ሺݎ௘, ܶሻ௥೐אா|ܧ|  

ݎ ൌ ∑ ݉ሺݎ௧, ்אሻ௥೟ܧ |ܶ|  

      Finally, we adopt the standard f measure to combine the 
precision and recall figures into a single measure of quality. 
The relative weights of p and r are controlled by a parameter 
α, which we set to 0.5 to give equal weight to precision and 
recall: ݂ ൌ ߙ1  ⁄݌ ൅ ሺ1 െ ሻߙ ⁄ݎ  

4.2 Experiments 

The training and test datasets consist of web images 
crawled from Internet, including headers, banners, book 
covers, album covers and etc. All images are full-color and 
vary in size from 105×105 to 1005×994 pixels with 96 dpi 
on average. All texts are contained in non-homogenous 
background. The texts vary greatly in font styles, sizes, 
colors and appearance. 262 text images are used as training 
data. Specifically, the text bounding boxes of these 262 train 
images are extracted manually to train the Bayesian network 
model. Then another 155 images are used to evaluate the 
performance of our algorithm. The text regions of the ground 
truth are manually tagged in advance. However, the output of 
our algorithm is fuzzy values of regions being text. In order 

to meet the requirement of evaluation method in section 4.1, 
we learn the threshold of being text empirically from the 
developing data set to extract the bounding boxes of the text 
regions in the original image. Finally, the experimental result 
of our algorithm is compared with the ground truth with 
respect to f-measure discussed in section 4.1 (Table. 1).  

Some sample results are shown in Fig. 7 below. Note that 
the original input images are shown at the first row and the 
text regions located at the second row. 
 

Table 1. Evaluation of the proposed algorithm 
Algorithm Precision Recall f
Our algorithm 0.56 0.61 0.58
Algorithm in [11] 0.48 0.55 0.51

 
 

  

 
 

 

 
Figure 7. Sample results of our algorithm and the algorithm proposed in 

[11]. The first row is the original images and the second row is the extracted 
results of our algorithm. The third row is the extracted results using 

algorithm in [11]. 

 

 
Figure 8. f-measure comparison between our algorithm with different 

probability thresholds and the algorithm in [11]. 

4.3 Discussion 

Fig. 7 shows that our algorithm can achieve acceptable 
performance on text extraction of web images with text in 
multi-color and complex background. We are even able to 
extract very small size fonts and exclude the text-like 
graphics. 
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As few existing algorithm on text extraction for web 
images aims to address the problem of text localization on 
multi-color and complex web images, we choose a similar 
algorithm that detects text in video frames for comparison 
[11]. From Table 1, we can observe that our algorithm 
achieves competitive performance with the algorithm 
proposed in [11]. From Fig. 7, we show that our algorithm 
(Row 2 of Fig. 7) outperforms the algorithm in [11] (Row 3 
of Fig. 7) for distinguishing text patterns and non-text 
patterns. Furthermore, our algorithm returns a probability of 
being text for each candidate region. This fuzzy 
classification can provide more information for final text 
region integration and future extension, while algorithm in 
[11] only achieves a simple binary classification (Fig. 8). 
Another similar context for text localization is done in 
natural scene images. The latest published algorithm [12] 
estimates the local width of stroke features in the image to 
identify text regions on the basis of local homogeneity of the 
stroke width. It is important to note that the local stroke 
width is only well defined when the text is resolved clearly 
enough. However, web images usually contain small size 
fonts and low resolution text regions. This inherent character 
makes the algorithm in [12] incompatible to address the 
problem of text localization in web images. As our algorithm 
is evaluated on a different data set from that in [12], the 
evaluation results cannot be compared directly.  

In Fig. 9 we present typical cases where text was not 
detected. For example, a single character is hard to identify 
because little text pattern information can be captured in this 
region (Fig. 9a). If the text is aligned curly (Fig. 9b) or with 
an excessive fancy style (Fig. 9c), the detection rate is low 
because these text pattern information is limited in our 
training data. 

The experimental results show that our algorithm can 
achieve competitive performance on text localization with 
high complex web images. The comparison with other 
contexts on text localization illustrates that our algorithm 
captures the essence challenge of web images and present an 
effective approach to address this problem.  

 
 

 

  
a b c

Figure 9. Examples of failure cases. The first row is the input images; the 
second row is extracted results. These include: single character appearance 
(a), text with curvature beyond our range (b) and text with excessive fancy 

style (c). 

V. CONCLUSION 
In this work we propose a probability candidate selection 

model to locate the text regions in web images. Unlike the 
existing approaches that only aims to extract the text regions 
with homogeneous color and high contrast, our proposed 
algorithm is able to handle more complex situation. In this 
situation, text is non-uniform color and imposed in complex 

background. First, we use the wavelet and GMM to segment 
the input color image into regions coarsely, and then apply 
triangulation to produce text candidate regions. Then HOG 
and LBP-HF features computed in each candidate text region 
are fed to a naïve Bayes model. Each candidate region is 
assigned the likelihood of being text in probability learning 
procedure. Finally, we select best candidate regions to be 
text regions based on probability. Our algorithm is evaluated 
with a standard evaluation criteria and the experimental 
result shows that our algorithm is able to locate the text 
regions in non-homogenous web images effectively.  

There are several possible extensions for this work. The 
grouping of neighbor regions should consider the curly text 
alignment in order to improve the final text detection rate. 
Furthermore, we may integrate a more powerful feature set 
to improve the performance of text pattern recognition. On 
the other hand, although we can locate text regions in web 
images correctly, the located text regions may be too blurred 
to extract the characters effectively. Thus we may explore a 
super-resolution approach to enhance the text regions. We 
intend to explore these directions in future. 
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