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Abstract—Libraries in South Asia hold huge collections of 
valuable printed documents in Urdu and it is of interest to 
digitize these collections to make them more accessible. The 
unavailability of an OCR for Urdu however limits the concept 
of a digital Urdu library to scanning of documents only, 
offering very limited search facility based on manually 
assigned tags. We address this issue by proposing a word 
spotting based keyword search method for information 
retrieval in digitized collections of printed Urdu documents. 
The proposed method is based on segmentation of Urdu text in 
to partial words and representing each partial word by a set of 
features. To search a specific word (or phrase), the user 
provides a query in the form of an image. Comparing the 
features of the partial words in the query image with the ones 
already indexed, the user is provided with a list of documents 
containing occurrences of the queried word. The system 
evaluated on 50 Urdu documents exhibited a recall of 95.17% 
and a precision of 94.3%. 

 
Keywords – Urdu digital libraries, Word Spotting, Dynamic 

Time Warping 

I. INTRODUCTION  
Libraries across the world contain valuable information 

in various forms, the printed form being the most common. 
Searching these printed items for some specific information 
could be a very time consuming job. The advent of digital 
libraries has been a revolutionary milestone in information 
retrieval [1]. Scanned images of printed documents can be 
consulted more efficiently and in more convenient manner. 
Unfortunately, the job is only half done if the huge volume 
of scanned library content is not searchable. Availability of 
high performance Optical Character Recognition (OCR) 
systems has addressed this issue to a significant extent 
making it possible to retrieve the required information in a 
span of few seconds. 

Despite its revolutionary contributions to indexing and 
retrieval of digitized documents, OCR does not present a 
complete solution to the problem with limitations to cope 
with handwritings and degraded ancient collections. In 
addition, there are a number of scripts for which the OCR 
technology is either non-existent or is still in its infancy. For 
all these reasons, word spotting presents an attractive 
alternative to traditional OCR for indexing and retrieval of 

digitized document collections. Our work in this domain 
focuses on printed Urdu documents and we present a system 
for information search by spotting the instances of a given 
query word in collections of Urdu documents. 

  The proposed system allows searching a query word 
image in the collection of indexed documents. A set of 
features is extracted from each partial word of a given word 
and the documents are indexed. In the retrieval phase, a 
three-stage feature matching approach is used to spot the 
instances similar to the query word.  

This paper is outlined as follows. We first give a brief 
account of some of the well-known word spotting methods 
followed by some challenges associated with the Urdu 
language. We next describe the proposed word spotting 
methodology and the experimental results and finally we 
give a conclusion and some end remarks 

 
II. RELATED WORK 

Information retrieval has been one of the most addressed 
research areas during the last decade. The inception of digital 
libraries has driven the development of efficient indexing 
and retrieval systems providing access to the requested 
information at a click. One of the revolutionary 
developments in this area was the availability of OCR 
systems. However, due to certain limitations (as already 
discussed), word spotting emerged as an appealing substitute 
to OCR. While OCR converts the text into machine readable 
format, word spotting relies on matching the shapes of words 
without recognizing the words to be matched. 

The document recognition community has proposed a 
large number of word spotting techniques over the years. 
These are generally categorized into two main classes; image 
based and feature based matching techniques [2]. Another 
classification is to divide these methods into segmentation 
based or segmentation free techniques as described by [3-6]. 
The two categories are popularly known as analytical and 
holistic techniques respectively.  

Holistic techniques [6-10] view the text word image as a 
unit that cannot be further segmented. These techniques are 
based on the principle that characters are easily recognized if 
they appear within a word rather than in isolation [11]. 
Typically words are represented by profile based feature 
sequences and matched with the query word.  

Analytical techniques [12-16] segment a text image into 
smallest possible independently recognizable units. Typically 
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segmentation is carried out at character [12] or connected 
component [13] level. Features based on sliding windows 
have also been effectively used in [14, 15]. 

The only work that we could find on Urdu text is 
proposed in [17]. The method however is not word spotting 
in its true sense and is based on a word recognition system 
using compound features and SVM classification. A sliding 
window of four connected components (CCs) is used to 
generate candidate words with the assumption that a word 
comprises a maximum of four components. The system 
reports 70% recall and 51% precision on the CENPARMI 
Urdu database. 

III. CHALLENGES – URDU  LANGUAGE   
Urdu is the national language of Pakistan and a major 

language of India with speakers all over the world. Urdu 
originated from various languages with most pronounced 
effects of Arabic and Persian. Like both of these languages, 
Urdu is also written from right to left and word formation is 
done by combining various Partial Words (PWs) where a 
PW is made up of various combinations of basic characters. 
Due to the inherent cursive nature of its script and difficult 
word formation approach, Urdu becomes a very challenging 
language to deal with as discussed in the following.  

A. Appearance of Characters Within Words 
Unlike the languages based on Latin alphabet, each of the 

39 basic characters in Urdu language has an appearance that 
depends upon its position within the word. Appearance of 
same character varies depending upon whether it appears in 
isolation or as a part of a PW as well as its position (start, 
middle or end) within the PW, making its 
segmentation/recognition difficult. A subset of Urdu 
alphabets and their different appearances are illustrated in 
Figure 1. 

 
 
 
 
        
Figure 1. Examples of few Urdu alpahabets having different 
appearances: isolation, start, middle and end – (Right-to-Left) 

B. Word Segmentation 
The distribution of intra and inter word distances in Urdu 

is highly non-uniform (Figure 2). Intra word distances often 
exceed the inter word distances making it practically 
impossible for techniques like Run Length Smooth 
Algorithm (RLSA) to be used for word segmentation.  

 
 
 

 
 
 

Figure 2. Finding inter word distances is difficult in Urdu script 
 
 

 

C.   Character Segmentation 
 The highly cursive nature of Urdu script makes the 

segmentation of PWs into characters very difficult. The 
contour based segmentation schemes proposed for the Latin 
alphabet fail once applied to Urdu text. Figure 3 shows an 
ideal segmentation of Urdu text into basic characters which 
cannot be achieved with traditional segmentation methods 
employed in segmentation of Latin text. 

 
 

 
 
 

Figure 3. An ideal segmentation of Urdu words into characters 
 
D.  Overlapping of PWs                                        

Urdu text contains excessive overlapping of adjacent 
PWs both within a word and between different words. This 
overlapping adds to the difficulties in the correct 
segmentation of Urdu text as indicated in Figure 4. 

 
 
 
 

Figure 4. Pronounced overlapping effects in Urdu text 
E.   Dots and Diacritic Marks 
      Urdu script has the most number of dots and diacritic 
marks as compared to any other known script. There are a 
total of 23 characters having these marks (Figure 5). The 
excessive quantity of these marks makes Urdu language 
more complicated. Various combinations of dots varying 
from one to three are used to represent a character and these 
dots may appear over and underneath the parent character.  

 
 
 
 
 
 

Figure 5. Urdu alphabets having dots and diacritic marks 
 
After having discussed the challenges associated with 

Urdu text, we present the proposed methodology in the next 
section. 

IV. PROPOSED METHODOLOGY 
       The proposed word spotting system for Urdu 
documents is mainly divided into two main parts; indexing 
and retrieval. During the indexing phase, the document 
image is binarized and the PWs in the image are extracted. 
Each PW is represented by a set of (scalar and vector) 
features. In the retrieval phase, the PWs in the query word 
image are compared with the PWs in the indexed documents 
using a three stage matching. These steps are discussed in 
detail in the following. 

 

Large intra-word 
distance 

Very small inter-
word distance
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A. Text Document Indexing 
  We first carry out a binarization of t

separate text from background. Since our 
on scanned images of contemporary Urdu b
are not very noisy making it possible t
thresholding. In our system, we have emp
known Otsu’s algorithm to extract text in a 
the text is binarized, we proceed to segment
extraction. 

1) Text Segmentation: Text segmentat
critical step in any retrieval system eithe
word spotting. A number of methods for 
line, word and character level have been 
literature. These, however, cannot be dir
Urdu text, especially for word and charac
due to issues already discussed.  
Taking into account these issues, we have 
for word or character segmentation. Inste
partial words (PWs) where each partial wor
or more basic Urdu characters combined to
part of a word. From the perspective of imp
extract the connected components in the
image which, with a few exceptions, corresp
Figure 6 shows some PWs extracted from a 
  

(Figure) 
 
 
  
 

 
                     Figure 6. Some partial words (PWs) in a l
 
Although PWs can be extracted directly fro
also segment the text into lines (using tradi
projections) which is helpful in merging PW
the retrieval phase. 

2) Feature Extraction: After ha
independent PWs from the text, we pro
extraction. We have defined two scalar 
feature values that are extracted from each
features chosen are (i) aspect ratio of each
convex area which is defined as the total 
formed around a PW normalized by the 
bounding box. These features are used in
sorting as discussed shortly. 
In order to capture the shape of the PW 
vector feature sequences are also extracted
These features have proven to be effective 
well as character [16] levels on Latin alph
vector features investigated in our study inc
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the PW’s bounding box in each column no
height of the respective bounding box. 
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Vertical projection: the normalized
each column. 
It should be noted that first three ve
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gray scale image. Figure 7 illustrate
profiles obtained for two differen
PW. 

 
 
 
 
 
 
  
Figure 7. Four vector feature profiles 
different styles 

Once these features are extracted, a
for each document in the reference
keep its position within the image,
vector feature sequences. 

B. Retrieval using Word Spotting 
During the retrieval phase, the

word image and expects in retu
containing instances of the queried
query word are segmented and the
extracted for each of the PWs. 
technique is then employed to spo
word in the indexed collection of do
these serve to match the PWs in the
in the reference base while the last
instances of PWs into words. Each o
in the following. 

1) Smart Sorting: Smart sortin
basis of scalar features (aspect rati
the objective of filtering out all n
reference base. This not only serves
candidate PWs to be compared in
improves the performance of the 
satisfying the following crieria are
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candidate PWs respectively. The thresholds
to allow false positive at this stage but n
instances of the searched PW. In our evaluat
sorting alone, we filter out about 71% irrelev
only 29% to be matched in the next step.  

2) Dynamic Time Warping(DTW): On
PWs are filtered out, the filtered PWs are m
query PW using DTW on the four vector 
the various matching techniques investiga
well as character levels, DTW has been
thanks to its ability to account for the nonlin
and size of the two profiles to be matched
we employ DTW matching at PW level com
profiles of the PWs to be matched. By 
features using DTW, we are able to cater
style and size.  
Once the PWs are spotted, we need to 
which are parts of the same word as the
purpose we employ relative distance 
combining as presented in the following. 

3) Relative Distance Matching an
(RDMC):  The main objective of this final 
the spotted PWs into complete words a
irrelevant instances which are spotted corre
of words other than the query. PWs spotte
of text can only be merged with the PWs 
The simplest merging technique could b
retrieved PWs in a line of text if they app
order as in the query word. This apporach h
sensitive to the order of PWs and a sligt
order of PWs (for example due to differen
dots or presence of noisy components) in 
retrieved document can result in discard
retrieved combination of PWs. 

 
Figure 8. Relative distance calculation in 
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respectively. The computation 
illustrated in Figure 8. 

       These relative distances betwee
in the query image serve as a refe
retrieved PWs into words. Within e
documents, if the PWs i and i+1 of
they are merged together if the 
vertical) distance between the PWs
to the same distance in the query wo|ܦ௜,௜ାଵொ,௫ െ ௜,௜ାଵோ,௫ܦ ห൏ ܶ3 ௜,௜ାଵொ,௬ܦ| ݀݊ܽ
Where DQ

i,i+1 and DR
i,i+1 represe

between PWs i and i+1 in que
document respectively while T3 
determined constants. 

Inspecting each PW spotted in a 
right) we keep merging the PWs 
constraints defined in (5). As a resu
the words that are similar to the que
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Figure 9. (a) Input to RDMC (b) Formatio
 

V. EXPERIMENTAL E
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s retrieved in response to 
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of the query word are 
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EVALUATION 
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ll we achieve a reduction 
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of 71% irrelevant PWs leaving the remaining 29% to be 
compared in the next step. 
The performance of four vector features using DTW is 
evaluated with and without smart sorting. Without smart 
sorting, we achieve a precision of 71.52% and recall of 
79.87%. Using smart sorting prior to DTW matching not 
only reduces the number of comparisons and hence the 
computation time but also improves the precision to 81.23% 
and recall to 90.51%. Combining the retrieved PWs into 
words using RDMC, the system reports a recall of 95.17% 
and precision of 94.3%. 
 

TABLE I. Summary of Results 

 Matching Method 
 Smart 

Sorting 
DTW (With 
S. Sorting) 

DTW (W/O 
S. Sorting) RDMC 

Matching Level Partial Words Words 
Query items 1654 1654 1654 435 
True Positives 1654 1497 1321 414 
False Negatives 0 157 333 21 
False Positives 1238 346 526 25 
Precision  57.21% 81.23% 71.52% 94.3% 
Recall  100% 90.51% 79.87% 95.17% 
F-Measure 72.77 85.62 75.46 94.73 

 

VI. CONCLUSION AND PERSPECTIVES 
     We have presented an effective method for retrieval of 
printed Urdu documents using word spotting. The proposed 
methodology relies on segmenting the text into PWs and 
representing each PW by a set of features. PWs in a query 
word image are then compared with the PWs in the database 
to be searched using a three stage matching realizing 
promising results. Since we work on PWs, the method is not 
sensitive to perfect character segmentation making it an 
attractive choice for Urdu text where an ideal word or 
character segmentation is not achievable. In the present 
system, each PW of the query word is compared with each 
PW in the collection of documents to be searched. This may 
be replaced by first performing a clustering of PWs on the 
reference data set and then comparing each PW of the query 
word to a class of PWs instead of each and every PW. In 
addition, for practical purposes, the information to be 
searched is not always available in the form of an image. It 
would therefore be good idea to replace query image by an 
on-screen keyboard and later by a sketch pad where user 
may just sketch the query word and expect the system to 
return the relevant documents. These aspects will form the 
subject of our subsequent research. It is anticipated that our 
work would serve as an important contribution in realizing 
the goal of digitized, searchable Urdu libraries. It is also 
expected that the proposed work will contribute towards the 
development of an Urdu OCR system as well. 
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