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Abstract—Recently, we have proposed a handwriting Chinese
character database HIT-OR3C. Though it has been introduced
in detail, to date, it has not been evaluated by any handwriting
recognition method. To help the researchers use this database
for algorithm evaluation, we propose the structure of HIT-
OR3C database. Moreover, we evaluate the OR3C database
with a series of experiments using state-of-the-art handwriting
recognizer. These experiment results on the different subsets
can be a benchmark for the researchers who will use the
database. The low average recognition rate confirms that the
HIT-OR3C database is challenging.

Keywords-HIT-OR3C; online and offline handwriting recog-
nition; Chinese character; Chinese document;

I. INTRODUCTION

Machine recognition of handwriting has practical sig-

nificance [1], as in reading handwriting notes in a smart

phone or PDA, in handwriting document retrieval, in postal

addresses on envelopes, in bank checks, in handwriting fields

in forms, etc [2]. Online handwriting character recognition,

based on the trajectories of pen tip movements, has attracted

a renewed research interest for the booming of touch screen

mobile devices. Up to now, numerous of handwriting input

devices and interfaces have been invented to improve the

precision of trajectory capturing and the comfort of writing

[3]. Offline handwriting character recognition, based on the

scanned images, is less accurate than online recognition

[1]. However, it is an important method for some specific

domains, like interpreting handwriting postal address on

envelopes, reading amounts on bank checks, etc [1]. Though

the high reported recognition precision on standard corpus,

both online and offline recognition of Chinese handwriting

characters are still big challenging problems for most of

real applications. The efficiency and accuracy of existing

handwriting character input software, are still far from sat-

isfied to replace character input systems based on keyboard.

Progress in document analysis has long been driven by

sound experiments on carefully prepared test data [4]. The

unconstrained character recognition remains one of the most

challenging tasks [5]. One of the most critical bottlenecks

for improving its recognition performance is the short of

available large-scale unconstrained handwriting dataset [6].

The development trends of handwriting corpus include

[7] that the scale of sampling grows from single characters

to paragraphs, and the manner of handwriting styles are

changed from regular to cursive and unconstrained. The HIT-

OR3C (Harbin Institute of Technology Opening Recognition

Corpus for Chinese Characters) [8], a Chinese handwriting

character and document corpus that are inputted through

handwriting pad, can be downloaded through IAPR-TC11

Website ( http://www.iapr-tc11.org/mediawiki/index.php/Ha

rbin Institute of Technology Opening Recognition Cor

pus for Chinese Characters (HIT-OR3C)) or Intelligence

Computing Research Center Handwriting Group Website

(http://www.haitianyuan.com/hw/hw en.php). HIT-OR3C

has several attractive characteristics. Firstly, it consists of

5 subsets that can be applied to evaluate some special

algorithms designed for digit recognition, letter recognition

etc. Secondly, it is the first published Chinese handwriting

database that includes both characters and documents at the

same time, and thus supports the character based training

by previous four subsets and document level testing by the

document subset. Thirdly, it is the first published online

Chinese handwriting database written on the USB port

based handwriting pad. Most of the computer users input the

Chinese characters using handwriting pad, so the systems

developed for handwriting input method can be evaluated

by this database. Moreover, it also has pseudo-offline data

based on HIT-OR3C online database by using digital ink

techniques, so it can also be applied for offline handwriting

recognition research.

In this paper, we describe the structure of HIT-OR3C

database, and report the experiment results of different

subsets using state-of-the-art recognizer. The rest of the

article is as follows: Section II proposes the structure of HIT-

OR3C database. Section III reports the experiment results on

different subsets using state-of-the-art recognizer. The paper

is closed with conclusion.

II. HIT-OR3C STRUCTURE

HIT-OR3C consists of 5 subsets listed in Table I. GB1

and GB2 are abbreviations of the Level 1 and Level 2

character sets of Chinese GB2312-80 standard respectively.

Digit, Letter, GB1, and GB2 subsets are written by 122

persons, totally 832,650 character samples. Document subset

includes 10 documents collected from the news of Sina

(http://www.sina.com.cn). They had been written by 20

persons and each document was recorded 2 times. The doc-

ument collection, consists totally 77,168 single characters

that cover 2,442 characters, among which include 10 digits,

49 letters, 2,286 GB1 characters, and 97 GB2 characters.
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Table I
SUBSETS IN HIT-OR3C.

Subsets Detail

Digit 10 numeric digits
Letter 52 English upper and lower case alphabets
GB1 3,755 characters in GB2312-80 Set1
GB2 3,008 characters in GB2312-80 Set2
Document 10 documents sampled from news reports

Table II
THE FORMAT OF HEADER INFORMATION IN THE VECTOR FILE.

Item Length Comment

N 4 B Number of characters in vector file
C1, C2, ..., CN 2N B Size of storage space for N characters

The samples of characters from 5 subsets can be seen in

Fig. 1. These five lines are corresponding to Digit, Letter,

GB1, GB2, and Document subsets separately.

In the previous 4 character subsets, characters written by

one person are stored in two files, one for online version

(vector file) and the other for offline version (image file).

The different subsets are defined as index ranges within

these files [Digit (1-10), Letter (11-62), GB1 (63-3817),

GB2 (3818-6825)]. The document subset have been post-

processed and split into individual characters. The characters

for an article written by one person are stored sequentially in

an image file and a vector file correspondingly. The format

of the vector file is similar as the first four subsets. All the

character images in OR3C are composed of 128×128 pixels,

both online and offline version.

There are three types of files, i.e., vector, image and

label file. Vector file stores the online information of hand-

writing characters. Image file stores the offline information

Figure 1. Samples of OR3C Dataset.

Table III
THE FORMAT OF HEADER INFORMATION FOR ONE CHARACTER IN THE

VECTOR FILE.

Item Length Comment

M 1 B Number of strokes in the character
S1, S2, ..., SM M B Number of sampling point for M strokes

Table IV
THE FORMAT OF HEADER INFORMATION IN THE IMAGE FILE.

Item Length Comment

N 4 B Number of characters in image file
H 1 B The height of one character
W 1 B The width of one character

of handwriting characters, which is generated from online

information of characters by digital ink technology. Label

file stores the label of handwriting characters corresponding

to vector and image file. These files are defined in Table

II, Table III, Table IV, and Table V. Table II defines the

format of header information in the vector file. N is the

number of characters, which use 4 Bytes in the vector file.

The following 2N Bytes stores the size of storage space

which used by these N characters. At last, the vector file

use
∑N

k=1 Ck Bytes to store the online information of N
characters. Table III defines the format of header information

for one character in the vector file. The previous 1 Byte

stores the number of strokes for this character. The following

M Bytes stores the number of sampling point for M strokes.

The last 2
∑M

k=1 Sk Bytes stores the online information of

M strokes. For the kth stroke, we use Sk points to represent

it. The x and y coordinates of each point were stored in the

vector file, and 2 Bytes were used for each point. Table

IV defines the format of header information in the image

file. N is the number of characters, which is the same as

the vector file. H and W are the height and width of one

character, which means that there are H × W points for

each character. The last N ×H×W Bytes are used to store

the offline information of handwriting characters. Table V

defines the format of label file. N is the number of labels,

which is corresponding to the number of the characters in

the vector and image files. L represents the size of storage

space for each label, in OR3C datasets, L = 2. The last

N × L Bytes stores the label of handwriting characters in

the corresponding vector and image files.

We provide the toolkit of reading the OR3C dataset

properly, which includes Matlab, C++ and JAVA source

code. All the toolkits can be downloaded from IAPR-TC11

Website or Handwriting Group Website.

III. EXPERIMENTS

To evaluate the OR3C dataset, we conduct some exper-

iments on the online and offline version of handwriting

characters. For the previous 4 character datasets, there are
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Table V
THE FORMAT OF LABEL FILE.

Item Length Comment

N 2 B Number of labels in label file
L 1 B Size of storage space for every label
T1, T2, ..., TN N × L B N labels corresponding to N characters

Table VI
TEST ACCURACIES OF DIFFERENT CHARACTER SUBSETS IN ONLINE

DATASET.

Dataset 1 candidate 5 candidates 10 candidates

Digit 95.45% 100% 100%
Letter 80.86% 99.13% 99.48%
GB1 87.48% 94.23% 94.93%
GB2 93.18% 97.58% 97.90%
Previous 3 subsets 86.64% 93.85% 94.65%

122 vector files and 122 image files to store the online

and offline information of handwriting characters.The index

number of these files are given from 1 to 122. In each file,

the index ranges of these subsets are Digit (1-10), Letter

(11-62), GB1 (63-3817), and GB2 (3818-6825). For the

following character recognition experiments, the previous

100 files are used for training and the rest 22 files for testing.

For the document dataset, every document is written by 2

persons, there are 20 vector files and 20 image files to store

the online and offline information of handwriting characters.

To imitate the real applications, we use previous character

dataset to train the classifier, and use document dataset to

test the classifier. In future, as more handwriting documents

are collected, part of documents can be added to training

data too.

A. Experiment with Online Dataset

For online version of OR3C dataset, we use a state-

of-the-art recognizer [9] [10], the experimental setting is

similar with [6]. First, we reduce the dimension of images

to 64×64, normalize all the images with pseudo 2D mo-

ment normalization method. Second, extract the feature with

direction feature extraction method, then reduce the feature

dimensionality from 512 to 160 by Fisher linear discriminant

analysis (LDA). Third, coarse classify the characters with

K-mean method, then use modified quadratic discriminant

function (MQDF) classifier for fine classification.

Table VI shows the test accuracies of different character

subsets with 100 training files and 22 test files. In Table VI,

accuracy for k candidates means that if the right character

contained in the top k candidates returned by the classifier,

then this recognition is counted as right. This is imitating the

effect of Chinese Character Input Method, in which the user

can choose the right result from the candidate. Through the

table, we can find that the test accuracies of GB2 subset are

better than GB1 subset. Because there are 3,755 categories

Table VII
TEST ACCURACIES OF DIFFERENT DOCUMENT FILES IN ONLINE

DATASET TRAINING WITH DIFFERENT CHARACTER SUBSETS.

Document File Previous 3 subsets All subsets

1 1 68.94% 61.30%
1 2 91.02% 83.21%
2 1 91.37% 83.14%
2 2 80.64% 70.44%
3 1 87.31% 80.58%
3 2 86.80% 79.76%
4 1 74.45% 68.60%
4 2 51.00% 44.36%
5 1 89.43% 81.81%
5 2 73.27% 65.24%
6 1 84.98% 77.04%
6 2 88.22% 81.14%
7 1 68.77% 62.22%
7 2 65.96% 58.36%
8 1 89.98% 84.00%
8 2 82.07% 77.55%
9 1 86.49% 78.59%
9 2 88.86% 81.72%
10 1 87.38% 80.27%
10 2 92.27% 85.95%
mean 81.46% 74.26%

for GB1 subset and 3,008 categories for GB2 subset, the

number of category for GB1 subset is a little more than

GB2 subset, so it is hard to distinguish more classes in GB1

subset. More importantly, there are more complex characters

(i.e., characters with more strokes) in GB2, which carry more

information and thus reach better recognition accuracy for

GB2 subset.

Beacause most of the characters in document subset are

Digit, Letter, and GB1 characters, so the performance of

classifier for these previous 3 subsets is very important. The

last row of Table VI shows the average test accuracy of

previous 3 subsets for 3,817 categories. It is shown that even

with 10 candidates, there are still more than 5% characters

can not be rightly recognized by the classifier. Table VI also

shows that the test accuracies with 10 candidates is just a

little better than the results with 5 candidates. It means that

to improve the accuracy of the classifier by returning more

than 5 candidates is useless.

It is possible to achieve a high recognition rate, above

98% on regular scripts. However, on fluent or fluent-regular

scripts, it is difficult to achieve a recognition rate above 90%

[3]. In our experiments, the average recognition rate is just

86.64% for previous 3 subsets with 3,817 categories, it is

much lower than the ones reported on other popular online

databases. For example, 98.24% on Japanese Kanji [9]. This

confirms that the HIT-OR3C database is challenging.

The test accuracies of different document handwriting

files training with different subsets are shown in Table

VII. All the reported results are the test accuracies with 1

candidate. The first column of Table VII is the document

number. There are 10 documents in document subset. For
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Figure 2. Test Accuracies of Documents with Training on Previous 3
Character Subsets.

Figure 3. Samples of the Second File of Document 4.

each document, there are 2 files that are written by two

different persons respectively. The second column is the

file number of different documents. The rest 2 columns

are the test accuracies with different training data. For the

third column, the training data are the previous 3 character

subsets, i.e., Digit, Letter, and GB1. For the fourth column,

the training data are all the character subsets. Through

the results of these two columns, we can find out that

the performance of the classifier which is trained by just

previous 3 subsets is better than the classifier which is

trained by all the character subsets. Because there are only

97 chinese characters in GB2 subset appear in the document

subset, comparing with 3,008 categories for GB2 subset,

most of the categories are not be used. However, if we train

the classifier with all character subsets for 6,825 categories,

much more time should be used. Moreover, it is hard to

distinguish so many classes. So we use previous 3 subsets

to train the classifier firstly. When test the document files, all

chinese characters that come from GB2 subset are counted

as wrong classified characters.

Through Table VII, we can see that the test accuracies

various from different files. For the test accuracies of training

on previous 3 subsets, the worst result is 51% for the

Table VIII
TEST ACCURACIES OF DIFFERENT CHARACTER SUBSETS IN OFFLINE

DATASET.

Dataset 1 candidate 5 candidates 10 candidates

Digit 91.81% 99.55% 100%
Letter 81.03% 99.91% 99.91%
GB1 77.71% 89.92% 91.55%
GB2 85.67% 94.91% 95.84%
Previous 3 subsets 77.53% 89.75% 91.33%

second file of document 4; the best result is 92.27% for

the second file of document 10. It is caused by the various

of handwriting quality of different files, and the various of

recognition difficulty for different documents. The average

test accuracies of different documents with the classifier

training with previous 3 subsets are shown in Fig. 2. Through

the figure, we can see that since the handwriting quality of

the second file of document 4 is so worse, it is the hardest

document to be recognized. The samples of this file are

shown in Fig. 3.

B. Experiment with Offline Dataset

For offline version of OR3C dataset, we just modify

the online version recognizer slightly. First, we reduce

the dimension of images to 64×64, normalize all the im-

ages with modified centroid-boundary alignment (MCBA)

method [11]. Second, gradient direction feature is extracted,

then the feature dimensionality is reduced from 512 to

160 by Fisher linear discriminant analysis (LDA). Third,

the characters are coarse classified with K-mean method,

and the modified quadratic discriminant function (MQDF)

classifier is used for fine classification.

The test accuracies of different character subsets with 100

training files and 22 test files can be seen in Table VIII.

Comparing with Table VI, we can see that the performance

of the recognizer in online dataset is better than offline

dataset. It is because that the stroke information for online

characters is more accurate than offline characters.

As shown in Table VIII, the offline recognition rate is

just 77.53% for previous 3 subsets with 3,817 categories.

It is much lower than the ones reported on other popu-

lar offline databases. For example, 97.80% on HCL2000

[12]. Although the offline database is produced from online

database, for the published version, we just connect the

sample point of online version characters with unique stroke

width. So the digital ink method should not affect the recog-

nition rate of offline database, and the lower recognition

rate confirms that our offline version of OR3C database is

challenging.

The test accuracies of different document handwriting

files training with different subsets are shown in Table

IX. All the reported results are the test accuracies with 1

candidate. Similar with Table VII, the first column is the

document number, the second column is the file number
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Table IX
TEST ACCURACIES OF DIFFERENT DOCUMENT FILES IN OFFLINE

DATASET TRAINING WITH DIFFERENT CHARACTER SUBSETS.

Document File Previous 3 subsets All subsets

1 1 54.51% 50.13%
1 2 85.89% 82.79%
2 1 84.27% 82.05%
2 2 64.32% 60.20%
3 1 77.90% 75.55%
3 2 72.72% 68.75%
4 1 59.55% 56.70%
4 2 44.69% 41.29%
5 1 83.26% 80.52%
5 2 62.37% 57.60%
6 1 74.43% 72.12%
6 2 79.84% 77.16%
7 1 59.07% 53.26%
7 2 56.04% 51.86%
8 1 74.61% 72.14%
8 2 74.26% 68.56%
9 1 77.53% 75.31%
9 2 80.75% 78.66%
10 1 78.58% 74.94%
10 2 87.02% 85.15%
mean 71.58% 68.24%

of different documents, and the rest 2 columns are the test

accuracies with different training data. For offline database,

the performance of the classifier which trained by just

previous 3 subsets is also better than the classifier trained

by all the character subsets.

IV. CONCLUSION

The opening recognition corpus for Chinese characters

(HIT-OR3C) is the first Chinese handwriting database that

includes the single character dataset and document dataset at

the same time. The document dataset can be used to research

on the context dependent character recognition and to test

recognizers under a more real situation. The single character

dataset can overcome the data sparseness of seldom-occurred

characters in the document dataset. Moreover, it is the first

Chinese handwriting database which has both the online and

offline version of the datasets, and can be used on both

online and offline Chinese handwriting recognition research.

To help the researchers use HIT-OR3C more conveniently,

we propose the structure of the database, describe the format

of files which save the online and offline information of

handwriting charactors. Moreover, we do several experi-

ments on different subsets of the database with state-of-the-

art handwriting recognizer, which can be a benchmark for

the researchers who will use the database.
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