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Abstract

This paper presents a novel set of image enhance-
ment algorithms for binary images of poorly scanned
real world page documents. Problems that are targeted
by the methods described include large blobs or clutter
noise, salt-and-pepper noise and detection and removal
of non-text objects such as form lines or rule-lines. The
algorithms described are shown to be very effective in
removing clutter noise and pepper noise as well as form
lines and rule-lines. A region growing algorithm is also
described to enhance the quality of the text and to fix the
problems arising from the salt noise which leaves holes
in the text and creates broken strokes. The methods
were tested on 204 images from the challenge set of the
DARPA MADCAT Arabic handwritten document image
data. The results indicate that the methods described
are robust and are capable of significantly improving
the image quality for downstream OCR systems.

1 Introduction

Image pre-processing algorithms for noise removal
and enhancement of text quality followed by extraction
of text objects such as text lines, words or characters are
a necessary first step in any end-to-end OCR system.
Poorly scanned images with a variety of noise artifacts
such as those seen in the DARPA MADCAT challenge
set present challenges that cannot be trivially overcome
using existing methods. This paper describes novel ap-
proaches to address some of these problems that can be
seen in the sample images from our data set (Figure 1).

Prior image enhancement algorithms for degraded
document images are mostly designed to target a par-
ticular problem. Algorithms specifically designed for
removing clutter noise can be found in [1, 4], Salt-
and-pepper noise can be removed using filters such as
modified median filters [8], kFill operator [2], optimal
Boolean filters [3] and Modified Directional Morpho-
logical Filter (MDMF) [5].

In this paper, we propose a novel technique for the
enhancement of degraded binary document images such
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Figure 1. Sample images showing (a) ir-
regular clutter noise, (b) salt noise inside
text causing broken strokes, (c) pepper
noise, and (d) non-text objects such as
broken rule-lines, punch holes and other
types of noise.

as legacy scanned document images that suffer from
multiple noise artifacts. A biased-downsampling ap-
proach is used to remove the clutter noise efficiently,
followed by a statistical approach designed to classify
different types of noise. Images identified as being pep-
per noise intensive are processed through a local filter-
ing algorithm which removes the pepper noise from the
text background after a pivotal text identification pro-
cess. Salt noise, which leaves holes in the text causing
broken strokes, is addressed by a region growing algo-
rithm which enhances the text by interpolation. Rule-
lines and form lines are also detected and removed with-
out breaking the text strokes. The presented algorithms
are tested on 204 images from the challenge set of the
DARPA MADCAT Arabic handwritten document im-
age corpus. The results indicate that the methods are ro-
bust and improve the quality of the images significantly
and this is borne out by the improved performance of
downstream OCR modules on the DARPA MADCAT
test set.

In Section 2 we present our algorithms. In Section
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3 we describe our experiments and results. Section 4
describes our conclusions.

2 Proposed algorithms

Scanned binary document images encountered in
practical OCR applications often produce poor recog-
nition results due to many problems that can be allevi-
ated with appropriate pre-processing. Our goal for the
enhancement of such images is to detect the appropriate
pre-processing steps that are necessary to improve OCR
performance and apply them in the right sequence. This
includes detection and removal of non-text objects such
as noise and rule-lines, and improving the quality of the
text by fixing broken strokes. Degraded binary docu-
ment images can be broadly classified into four cate-
gories: (i) Clutter noise, which includes noise in the
margins and any connected components that are large
solid black areas (ii) Pepper noise - These are typically
small connected components produced as a binarization
artifact due to over-thresholding of document images
where contrast between the foreground and background
is poor or uneven (iii) Form lines and rule-lines - It is
important to detect and remove these lines without de-
grading the interfering text and (iv) Salt noise and holes
within text strokes encountered due to light or uneven
writing such as text written using a pencil or marker
and is typically an artifact of under-thresholding.

An important consideration in the practical design
of enhancement algorithms for the type of real world
binary document images being targeted is to ensure
that the individual algorithms designed for each type of
problem do not result in the creation of new problems
of another type. For example, an algorithm designed for
removing rule-lines should remove pixels only from the
rule-lines and should not create a new problem by re-
moving pixels that are part of intersecting text strokes.

Also, sometimes the text is so broken that some of
the strokes are made of small connected components
that have component sizes similar to the surrounding
pepper noise. The algorithm described is designed to
remove the pepper noise while not removing the small
components that are part of the strokes and enhancing
the strokes by repairing the broken strokes.

2.1 Clutter noise removal

Clutter noise is typically a result of poor scanning
which results in dark strips or solid areas around the
document. The clutter noise is removed using a multi-
resolution approach. First, we use a biased down sam-
pling algorithm to map an input binary document image
to 1/36th the original size (1/6 on each direction). The
down sampling rate is based on a statistical estimate
over a set of randomly selected training images. The
goal of the biased down sampling is to erase the text and
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Figure 2. Removal of clutter noise. Above:
Original image. Middle: Down sampled
image as a mask with the text filtered out.
Below: Document image with surround-
ing noise removed.

leave the surrounding area which is significantly larger
than the width of the text strokes. To accomplish this
goal, our biased down sampling algorithm is designed
to favor the background, where each pixel in the down-
sampled image that represents a 6x6 window is set to
be black only if all the pixels in the window are black.
To remove the noise, connected components are gener-
ated on the down sampled image. Large components
represent noise and the pixels in the original image cor-
responding to the marked noise areas are assigned to
white. Experimental results indicate that our noise re-
moval algorithm is not only very efficient but also very
effective. The biased down sampling is the key in sepa-
rating the text from the noise.

2.2 Noise Type Classification

Pepper noise and salt noise are different in the fact
that pepper noise is removed by removing black pix-
els but removal of salt noise, which are holes and small
gaps, is achieved by adding black pixels. To enhance the
degraded document images effectively, we first have to
detect if an input image is dominated with pepper noise.

One of the characteristics of pepper noise in a bi-
nary document image is that the density of connected



components in the areas of pepper noise is high. To cat-
egorize a document image in terms of pepper noise, we
use an estimate of the local connected component den-
sity. First, we partition an input binary document image
using windows of n by n pixels. Using a size threshold
s we count the number of small connected components
in each window. The count gives us a distribution sam-
pling of small connected components representing pep-
per noise. We then use the mean and standard deviation
of the distribution to determine whether the image is
pepper noise intensive. Based on our randomly selected
training images, we found that the choice of parameters
for window size n = 20 and noise threshold s = 5 gives
us reliable classification.

2.3 Removal of Pepper Noise by Text Pivoting

Among the popular algorithms for removing pepper
noise, mathematical morphology is the most used and
effective method. Similarly, filter based methods have
also proven to be effective for general pepper noise re-
moval [8, 2, 5]. One of the drawbacks of these meth-
ods is that these methods are all designed for removing
pepper noise without any regard for protecting potential
text pixels.
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Figure 3. Removal of pepper noise by text
pivoting. Above: Original image including
pepper noise. Middle: Text mask image.
Below: Result of pepper noise removal.

The method we propose for removing pepper noise
from handwritten binary document images puts a lot
emphasis on minimizing distortion of text as well as re-
moving pepper noise with size that spans a wide range.
Intuitively, we remove pepper noise away from the text
region aggressively but we remove noise close to the
text region conservatively. Very often, we notice that
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a small connected component close to text could be
part of the text. Aggressive removal of small connected
components near text may end up leaving gaps within
the text strokes.

The first step in our noise removal algorithm is to
locate text by removing most of the pepper noise. We
use a mathematical morphological operator to remove
the noise followed by a size based filter to remove more
small connected components. The end result from the
step is a mask image that consists of the majority of the
text pixels.

The second step is to use the text mask generated
in the first step as a pivotal image to generate a noise
evaluation image. To do so, we apply a filter - a win-
dow of 10 by 10 pixels, at each noise candidate pixel,
which is a black pixel in the original image but not in
the mask image. Within each window location we cal-
culate a text pixel density by counting the number of
text pixels in the mask image. In the case where there is
no text pixel in the window, the current noise candidate
is directly considered noise and removed. Otherwise,
the pixel value for the current noise candidate is set to
be a gray scale value between 0 to 255, which is scaled
from the text pixel density inside the window. The new
gray scale values are saved in a new image buffer we
call the noise evaluation image.

Finally, a simple thresholding algorithm is used
to binarize the noise evaluation image to determine
whether the noise candidates are to be removed or not.
Combining the text mask with the result from this final
step, we generate the final output image from pepper
noise removal. (See Fig. 3.

2.4 Removal of Rule-lines

For removing rule-lines, we propose a technique
based on a directional local profiling approach for the
detection of the rule-line locations. Then a refined adap-
tive vertical run-length search is designed for removing
the rule-line pixels without affecting text pixels.

2.4.1 Detection of Rule-lines

Ideally, a pixel on a rule-line should belong to a sig-
nificantly long scan line of black color and along the
direction of a rule-line, a projection profile should show
a distinctive peak at the center location of the rule-
line. But in reality, projection profile is very sensitive to
skews in rule-lines so that it cannot produce accurate re-
sults when there are rule-lines with varying skews in the
image. Also, a pixel on a rule-line may not be part of a
long run, for example when a rule-line displays a rough
edge. Another example is broken rule-lines where con-
secutive black runs may not be significantly long. This
makes detection based on a simple projection profile
error-prone.



To detect rule-lines, we apply an adaptive local con-
nectivity transform [7] to a document image. We first
transform the document image into its connectivity im-
age using a new kind of runlength that we call fuzzy
runlength. Intuitively, the fuzzy runlength at a pixel is
a run-length (with small skip regions) at that location
along horizontal(or vertical) direction. The connectiv-
ity image is a two dimensional matrix in the size of the
original binary image. Each entry of the matrix is the
fuzzy runlength of the pixel in its position. See Fig.4.

We take this matrix as an image and binarize it by
using a modified local adaptive thresholding algorithm
to reveal the locations of the rule-lines. We find that the
fuzzy runs amplify the pixel intensities for the pixels on
the rule-lines.
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Figure 4. Rule-line detection using fuzzy
runlength. Above: Original image includ-
ing rule-lines. Middle: The fuzzy run-
length image. The fuzzy runlength image
is a gray-scale image showing the con-
nectivity of the foreground pixels. Be-
low: Binarized fuzzy runlength image re-
veals the approximate locations of the
rule-lines.

2.4.2 Removal of Rule-lines

In document images from the target data set that in-
cluded rule-lines, a wide variation can be observed in
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Figure 5. Using the average thickness of a rule-
line estimated from its line pattern, the thick areas
are marked out (pointed by arrows). The rest of the
pixels in the line pattern will be used in the linear
regression estimation of a best fitting line.

Figure 6. Using the linear regression method, a
best fitting line is estimated (above). Then the entire
rule-line is re-constructed by filling in pixels around
the best fitting line (below).

the thickness of the rule-lines. This is true even for rule-
lines in a same image. The binary patterns in Fig. 4
show the variation. Although almost all of the pixels
on the rule-lines are covered by the line patterns, these
line patterns do not accurately represent the true rule-
lines. In the areas where the rule-lines intersect with
the handwritten text, the detected line patterns in Fig. 4
are generally thicker than the real rule-lines. For very
thin or disconnected rule-lines, the corresponding line
pattern may not be a single piece.

We use the detected line patterns in Fig. 4 to re-
construct the true rule-line by using linear regression.
See Fig. 5 and 6. Using the re-constructed rule-lines in
an image, we trace the vertical runs in the original doc-
ument image. If a vertical run is entirely covered within
a re-constructed rule-line, the run is removed from the
original document image. If a vertical run is longer than
the width of a rule-line, the run is retained, see Fig. 7.
Fig. 8 shows the result of rule-line removal for the orig-
inal image in Fig. 4.
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Figure 7. Removing rule-line pixels by re-
moving vertical runs covered by the re-
constructed lines.

2.5 Image Enhancement by Region-growing

In images that include salt noise, after pepper noise
removal and rule-line removal, we often find holes, bro-
ken strokes and rough edges near the original intersec-
tion of rule-lines and the text. To enhance the quality of
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Figure 8. Rule-line removal result for im-

age in Fig. 4.
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Figure 9. Binary image enhancement by
region-growing for fixing salt noise and
broken strokes.

these images, the binary image enhancement algorithm
presented in [6] is modified to address this problem.
The algorithm uses a deformable window of 5 by 5
pixels. Starting from any black pixel on which the win-
dow is centered, by sheering to left and right, we de-
fine a shape that includes maximum number of black
pixels in the window, which is deformed into a parallel-
ogram. Within the window, gaps are filled row by row
(and column by column) using the algorithm in [6]. The
enhanced region also grows according to the algorithm.
The improvements to the algorithm in [6] are the use
of a deformable window and enhancement in two direc-
tions. Fig. 9 shows an example of the enhancement.

3 Experiment and results

The enhancement algorithms were tested on a set
of 204 handwritten Arabic document images from the
DARPA MADCAT data.

The pepper noise removal was evaluated by checking
the result of text line separation. Without pepper noise
removal, the text line separation resulted in incorrect re-
sults. Using the proposed enhancement algorithms re-
sulted in a 95% correct line separation rate, which is a
significant improvement compared to the 48% line sep-
aration rate without using the enhancement algorithms.

To evaluate the rule-line removal, we consider a rule-
line as detected and removed if 90% of the pixels on the
rule-line are removed. Using this metric, we obtain a
correct rule-line removal rate of 91%.

As OCR results were not available, our region grow-
ing algorithm was quantitatively evaluated by visual ex-
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amination of result images. The result images from our
enhancement process show a significant improvement
in text image quality in terms of reduced number of bro-
ken strokes, and result in smooth and even strokes.

4 Conclusion

In this paper, we present a novel method for en-
hancing degraded binary handwritten document images
that include multiple categories of degradations. Our
method was tested using the DARPA MADCAT chal-
lenge set images and our results demonstrate that the
method is robust, effective and efficient.
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