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Abstract—In this paper, we propose a new method for
three dimensional rotation-free recognition of characters in
scene. In the proposed method, we employ the Modified
Quadratic Discriminant Function (MQDF) classifier trained
with samples generated by three-dimensional rotation process
in a computer. We assume that when recognizing individual
characters, considering three-dimensional rotation can approx-
imately handle the recognition of perspectively distorted char-
acters. The results of the evaluation experiments using printed
alphanumeric characters as an evaluation data set, consisting of
approximately 600 samples/class for 62 character classes, show
that the recognition rate is 99.34% for rotated characters while
it is 99.59% for non rotated characters. We have empirically
confirmed that the rotated characters given as the training data
set do not negatively affect significantly to recognition of non
rotated characters. Moreover, 437 characters extracted from
50 camera-captured scenes were correctly recognized and the
feasibility of real world application of our method has been
confirmed. Finally we describe on three dimensional rotation
angle estimation of characters for detecting local normal of the
surface on which the characters are printed aiming to scene
analysis by shape from characters.

Keywords-rotation-free character recognition; camera-based
character recognition; character-based scene analysis; shape
form characters;

I. INTRODUCTION

Recent improvement of size and quality of images taken
by commercial digital camera devices raises the demand of
using them as an input device for ubiquitous character recog-
nition. If such devices capable of recognizing characters
in real three—dimensional (3D) scene were available, they
are expected having a variety of applications. For instance,
more suitable car navigation system can be realized by
integration with traffic sign recognition. Translation of words
or sentences on signboards can be done in the same way.

When we capture characters in real 3D space using cam-
eras, the characters on captured image are usually rotated in
3D and recieve perspective distortion. The 3D rotation and
perspective distortion easily deteriorate the performance of
character recognition.

Many researches have been done in order to recognize
camera—captured characters [1]. One of the conventional
methods is to extract the text line from an image and
recognize the characters after skew correction of the text line
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Figure 1. A standard character.

E

Figure 2. The characters rotated around x—axis, y—axis and z—axis by 45
degree.

[2]. This approach does not work if the characters are not
printed along straight line nor text line is extracted correctly.
In this paper, we propose a new method of 3D rotation—
free recognition of characters in scene. In this method,
we employ the Modified Quadratic Discriminant Function
(MQDF) classifier trained with samples generated by 3D
rotation process in a computer. Hence there is no need to
correct rotation of input characters and it is possible to
recognize rotated characters without increasing processing
time. We assume that when recognizing individual charac-
ters, considering 3D rotation can approximately handle the
recognition of perspectively distorted characters.

On the contrary, affine invariant character recognition
which is robust for rotatory or projective distortion and
real-time layout-free character recognition [3] have been
proposed. In the similar fashion of our method, Hase et
al. applied parametric eigen-space method [4] to recognize
rotated characters [5]. However, their method is only focus-
ing on two-dimensional rotation, so that it is quite different
from our method that considers 3D rotation and can handle
projective distortion. We also study on 3D rotation angle
estimation of characters for detecting local normal of the
surface on which the characters are printed aiming to scene
analysis by shape from characters. We will call a character
with no inclination or rotation as a standard character (Fig-
ure.1) and that has rotation as a rotated character (Figure.2).

II. PROPOSED METHOD

The processing flow of proposed method is shown in
Figure 3. Corresponding the center of the enclosing rect-
angular of a standard character to the origin of 3D left
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The processing flow of proposed method.

handed Cartesian coordinate system, the rotation processing
is performed on a computer to generate 3D rotated character
images.

After generating rotated characters, feature vectors are
extracted from those rotated characters and the reference
vectors are obtained for each character class. When recog-
nizing input characters, we extract feature vectors without
correcting its rotation and recognize it by the MQDF clas-
sifier.

We use Weighted Direction code Histogram (WDH) as a
feature vector [6] and the MQDF as a classifier [7].

The WDH feature vector of size 392 is extracted by the
following procedure.

1) The chain coding is applied to the contour pixels of the
normalized character image. Vector sum of adjacent
two chain elements is taken to procedure 16 directional
code.

The normalized character image is divided into 169
(13 horizontal x 13 vertical) blocks. The number of
the contour pixels in each direction is counted in each
block to produce 169 local direction code histograms.
The spatial resolution is reduced from 13 x 13 to 7 x 7
by down sampling every two horizontal and every two
vertical blocks with 5 x 5 Gaussian filter. Similarly the
directional resolution is reduced from 16 to 8 by down
sampling with a weight vector [1 2 1], to produce a
feature vector of size 392 (7 horizontal, 7 vertical, and
8 directional resolution).

Variable transformation taking square root of each
feature element is applied to make the distribution of
the features Gaussian—like.

The 5x 5 Gaussian filter and the weight vector [1 2 1]T in
the step 3) are the high—cut filters to reduce the aliasing due
to the down sampling. Their size was empirically determined

2)

3)

4)
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for this purpose.
The MQDF is defined by
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where X and M are feature vector and the mean vector of
a class respectively, and \; and ®; are the i-th eigenvalue
and eigenvector of the covariance matrix, respectively, o2
and « are an initial estimates of the covariance matrix and a
confidence constant, respectively. The class which minimizes
g(X) is selected as the recognition result. The required
computation time and storage is O(kn).

III. EVALUATION EXPERIMENT OF RECOGNITION RATE

In order to check the feasibility of our method, we have
done the recognition experiment to compare the recognition
rate when learning only standard characters and learning
rotated characters (including standard characters).

We used printed alphanumeric characters as an evaluation
data set consisting of approximately 600 samples/class for
62 character classes.

There are serial numbers for each data and we used even
number data as learning data, odd number data as evaluation
data. We have changed the rotation angle by intervals of 15
degree for x-axis and y-axis within the range of -45 to 45 de-
gree, z-axis within the range of -30 to 30 degree. When ro-
tating character images, we have done linear interpolation to
decrease the aliasing which comes from rotation of images.
Moreover, we have done the normalization of character size
in three ways, such as (1) normalization maintaining aspect
ratio, (2) independent normalization of width and height,
(3) independent normalization of width, height and center
of gravity, in the preliminary experiment. The best result of
the recognition rate was obtained when normalizing in the
way (1). Therefore, we normalized learning data before and
after rotating its character and normalized evaluation data
before feature extraction by maintaining aspect ratio. We
normalized character size into 52 x 52 pixels.

Figure 4 shows the recognition rates. Since some of
the characters are so resembling to one another that even
humans can not tell the differences, so we treated upper case
and lower case, {1, 1, I} and {O, o, 0} as single classes
respectively in the experiment. When recognizing rotated
characters, the recognition rate was 55.20% when learning
only standard characters, but it improved to 99.34% when
rotated characters were learned. The breakdown of mis-
recognized characters is as follows. The most of the failure
was mis-recognition of ‘g’ as ‘9’ and then mis-recognition of
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Figure 4. The result of the recognition experiment.

‘a’ as ‘q’. Most of the mis-recognized characters were really
resemble to one another that even humans have difficulty
to discriminate. When standard characters were given as
an input the recognition rate obtained by the method was
99.59%. The rate is only slightly lower than the recognition
rate 99.82% obtained when only standard characters were
used for both learning and evaluation. We have confirmed
that learning rotated characters does not negatively affect
significantly when recognizing standard characters. The
recognition rates when only alphabet and only numeric
character are used both for learning and evaluation are shown
together in Figure 4.

IV. RECOGNITION EXPERIMENT USING
CAMERA—CAPTURED IMAGES

We developed the system that automatically detect and
recognize the characters in image of scene taken by camera
function of cellular phones or digital cameras, and performed
the recognition experiment using the rotation—free classifier
we described in Section III. We prepared 50 camera-captured
images in which there are 437 alphanumeric characters
excluding those images with characters that are rotated
exceeding the ranges of rotation in learning process. Some
examples of the images are shown in Figure 5.

Character segmentation module consists of connected
component (CC) detection and character selection. We do
not try to detect separating characters ‘i’ and ‘j° in this
stage since those characters will be segmented properly after
rotation angle estimation and correction more easily.

A. Character segmentation

In the character segmentation module, we extract CCs that
are possible characters from the images like Figure 5. The
flow of character segmentation is shown in Figure 6.
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Figure 5. Some examples of alphanumeric character images which taken
by camera function of cellular phones or digital cameras.

The input image is binarized by local threshold method,
and the CC analysis and noise removal are performed to
the binary image. Then enclosing rectangular of the CC is
detected and the corresponding area of the original image is
extracted. The extracted image is binarized again with the
threshold selected by Otsu’ s method. We leave only the
largest CC to get the most character likely candidate. We
call the CCs detected by the above method as group A. As
in the similar flow, after the binariztion of the input image
by local threshold method is performed black and white
reverse operation. We call the CCs detected with this reverse
operation as group B. Although more CCs than existing
characters are included in both groups, we can avoid to
fail to extract characters due to mis-judging whether the
background is black or white. As the result of character
segmentation from 50 camera-captured images, 1026 of CCs
that include 437 characters were extracted.

B. Character recognition/rejection

Since there are CCs that are not characters we try to reject
those CCs and recognize only those that are characters. The
flow of character recognition/rejection is shown in Figure 7.

We use an extended reference vectors (with period *.’
added to those we describe in section III) to calculate the
MQDF to recognize characters. The value of the MQDF
represents the negative log-likelihood of character and rep-
resents that the smaller the value is the higher the possibility
of the character. If the value is greater than a threshold value,
the CC is rejected as it is not a character. We adopted the
average of minimum and maximum value of the MQDF,
i.e. (minimum value + maximum value)/2, as the threshold
value. For example the threshold value is -688.5 for the
example in Figure 7.

The reason of adding period to the category set is to deal
with small noise components. After the process of rejection,
the CC that is recognized as period is also rejected. Hence
the dot of the separating characters is also rejected in this
stage. Finally, the number of remaining CCs in group A and
B are count up and the components in the group that has
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Figure 6. The flow of cutting out characters.
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more CCs are selected as final characters.

In the recognition experiment 437 of CCs that should be
recognized as a character were left and correctly recognized,
while 51 CCs that are not characters were detected as char-
acters. Thus we obtained 100% recall with 89.5% precision.
All characters were correctly recognized and the average
number of false detection was suppressed to 1.02 (51/50)
per image.

As a result we have confirmed that when recognizing indi-
vidual characters, considering 3D rotation can approximately
handle the recognition of perspectively distorted characters.
While we excluded separating characters from category set
for recognition in the above experiment, we have done
the recognition experiment using 11 separating characters
manually segmented and obtained 100% recognition rate for
those characters.
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V. APPLICATION TO SCENE ANALYSIS
A. Rotation angle estimation of camera-captured charcters

In this section we describe on three dimensional rotation
angle estimation of characters for detecting local normal of
the surface on which the characters are printed aiming to
scene analysis by shape from characters.

B. Rotation angle estimation method and estimation accu-
racy

The flow of estimating rotation angle is as follows. After
the three dimensional rotation-fee character recognition, the
rotation angle is estimated by finding the angle which
minimizes the MQDF for the known class of character
samples with every rotation angle.

In the experiment we used the same printed alphanumeric
characters rotated in the same way as in section III. There-
fore 245 (7x7x5) sets of reference vectors are generated for
each class of character. Used feature vector, 392 dimensional
WDH, is also the same as in the preceding experiments. To
suppress the increase of the processing time according to the
increase of the reference vector sets, we used Euclid distance
and a linear discriminant function besides the MQDF.

Correct detection rate of rotation angle was 58.01%,
78.90% and 84.82% for Euclid distance, the linear discrim-
inant function and the MQDF respectively. Comparatively
high detection rate was obtained by the linear discriminant
function and the MQDF. Since the rotation of only around
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z-axis (y-axis) just shrinks in height (width) as shown in
Figure 2 the accurate detection of these rotation is difficult.
Also, the counter rotation around x-axis and y-axis results
in the same images as shown in Figure 8. Therefore, we
regarded those rotations to be equivalent in calculating the
detection rate.

C. Rotation angle estimation of characters in real scene
images

We performed the experiment to detect local normal of the
surface on which the characters are printed. The used data
is camera-captured alphanumeric characters in real scene.

The ambiguity of the sign of rotation described in B. was
removed manually in this experiment.

Figure 9 shows the result of normal vector detection. We
can see that three dimensional rotation angle detection of
characters in scene can be applied to local normal detection.

Although the accuracy of the normal detection is not
high so far because we estimated rotation angle by inter-
vals of 15 degree, it will be improved by refinement of
the rotation angle and/or parametric interpolation as well
as averaging normals of multiple characters. To improve
both the accuracy and the processing time, hierarchical and
iterative approach with progressive angle refinement will be
promising.

VI. SUMMARY

In this paper, we proposed a new method of three di-
mensional rotation-free recognition of characters in scene.
We employed the MQDF classifier trained with samples
generated by 3D rotation process in a computer. The results
of the evaluation experiments using printed alphanumeric
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characters as an evaluation data set, consisting of approxi-
mately 600 samples/class for 62 character classes, showed
that the recognition rate is 99.34% for rotated characters
while it is 99.59% for non rotated characters. We have
experimentally confirmed that the rotated characters given
as the training data set do not negatively affect significantly
to recognition of non rotated characters. Moreover, 437
characters extracted from 50 camera-captured scenes were
correctly recognized and confirmed the feasibility of real
world application of our method.

Finally we studied on the possibility of three dimensional
rotation angle estimation of characters for detecting local
normal of the surface on which the characters are printed
aiming to scene analysis by shape from characters. It was
shown experimentally that three dimensional rotation angle
detection of characters in scene can be applied to local
normal detection.

Following issues are remaining as future research topics:

1) There are some similar methods that recognize charac-
ters by absorbing variation of characters. Comparative
experiments of those methods and our method will be
conducted.

The ambiguity of the sign of rotation will be removed
using global constraints on scene.

The accuracy of the normal detection will be improved
by refinement of the rotation angle and/or parametric
interpolation as well as averaging normals of multiple
characters. To improve both the accuracy and the
processing time, hierarchical and iterative approach
with progressive angle refinement will be promising.
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