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Abstract—This paper presents a new method for localization of 
digit strings with a specific syntax in Farsi/ Arabic document 
images. First, some features are extracted from all connected 
components in each text line. These features, are provided for 
Farsi/ Arabic scripts, and have the ability to differentiate 
between digits and non-digit connected components. Then, 
these features are classified, and the probabilities of being in 
each of four classes digit, slash, double-digit, and non-digit, is 
assigned to each connected component. Next, discrete hidden 
Marcov model as syntactic analyzer, localize digit strings with 
desired syntaxes. The results which are presented for 
handwritten and machine-printed text lines, separately, are 
very promising. 

Keywords; digit strings localization; Farsi/Arabic document 
image analysis; feature extraction; handwritten dates; syntax 
verification. 

I.  INTRODUCTION 

Localization of digit strings can be useful for indexing, 
retrieval and searching specific information in document 
images. Usually, there is no preliminary information about 
the location of digit strings in a document image. They can 
occur in any part of the document, such as text body, heading 
or in margins. Instead of applying a recognizer to all 
connected components of a document image and then 
choosing the desired digit strings, which is a very complex 
and time consuming task, first the location of digit strings of 
interest are identified, and then a proper digit recognizer can 
be applied only to these locations of document image.  

Most prior research has focused on localizing digit 
strings in handwritten Latin documents, [1, 2, 3, 4, and 5]. 
However, some special characteristics of Farsi/ Arabic 
scripts make them absolutely different from other scripts. 
Thus the presented methods for Latin scripts cannot be used 
directly for Farsi/ Arabic scripts. Some specifications of 
Farsi/ Arabic scripts that are important to localization of digit 
strings are as follows: 

• In Farsi/ Arabic scripts the words are cursive both in 
machine-printed and handwritten forms. While in 
Latin scripts the words are cursive only in 
handwritten forms. 

• Most of the Farsi/ Arabic characters have dots or 
additional small markings called diacritics. These 

complementary parts usually have small sizes and 
are written detached from the main body of the 
characters at the top or bottom of them [6]. While 
none of the digits have dots or diacritics. 

• Alphabetic parts of Farsi/ Arabic scripts are written 
from right to left, while numeric parts are written 
from left to right. 

• Many characters have ascenders/ descenders, and 
most of them are not vertical. 

Except our previous work [7], there is no research about 
localization of digit strings in Farsi/ Arabic scripts. In this 
paper, we present a new method on the localization of digit 
strings in Farsi/ Arabic document images. The rest of the 
paper is organized as follows: The proposed algorithm for 
localization of digit strings is described in Section 2. 
Experimental results are presented in Section 3. Finally, 
concluding remarks are given in Section 4. 

II. PROPOSED ALGORITHM 
After text line detection [8], some features are extracted 

from all the connected components in each text line. Then 
these features are classified, and some probabilities are 
assigned to each connected component. Next, the syntactic 
analyzer localizes digit strings with desired syntaxes. 

All the syntactic rules that should be verified for digit 
strings are based on the number of separators, found between 
digits in a digit string which is located in a text line between 
non-digits. So, the system should differentiate between 
separators (slashes in Farsi digit strings) and digits, in 
addition to differentiation between non-digits and digits. In 
handwritten digit strings, some digits are connected to each 
other and form double-digits. Recognition of these connected 
components is different from single-digits. So, the system 
should also differentiate between double-digits and single-
digits. Therefore, we consider four classes for connected 
components in a text line: the class of Digits (D), Slashes 
(S), Double-Digits (DD), and Non-Digits (ND). Two 
handwritten and machine-printed Farsi text lines which 
contain digit strings with slashes and a double-digit are 
shown in Fig. 1. 

A. Feature Extraction 
The features for characterizing connected components 

should discriminate between four classes D, S, DD, and ND 

2011 International Conference on Document Analysis and Recognition

1520-5363/11 $26.00 © 2011 IEEE

DOI 10.1109/ICDAR.2011.152

728

2011 International Conference on Document Analysis and Recognition

1520-5363/11 $26.00 © 2011 IEEE

DOI 10.1109/ICDAR.2011.152

728



 
(a) 

 
(b) 

Figure 1.  Examples of handwritten (a), and machine-printed (b) Farsi text 
lines which contain digit strings and their corresponding minimum 
bounding rectangles. 

in Farsi/ Arabic handwritten, machine-printed, and mixed 
text lines as much as possible. Features should be simple and 
easily extractable in comparison with features needed for 
recognition of connected components. These features must 
also be scale invariant, because the document images we are 
dealing with include text lines written or typed in different 
sizes. Some of these features are extracted from only one 
connected component. While some of them which are related 
to the position or size of connected components relative to 
each other, are extracted from more than one connected 
component. 

The first feature is perpendicularity that specifies the 
angle between x-axis and major axis of the ellipse that has 
second order moments similar with connected component. 
This angle is achieved from the following relation [9]: 
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In this relation, 1,1μ , 0,2μ , and 2,0μ are second order 
moments. This feature expresses more alignment of digits 
with vertical direction in comparison with non-digits. In 
addition, it can differentiate between digits and slashes. 

The second feature is the maximum number of 
transitions. The number of transitions (from zero to one and 
from one to zero) in each row of connected component 
image is recorded and the maximum number is returned as 
feature value. This feature models more complexity of non-
digit, and double-digit connected components in comparison 
with digits and slashes. 

The next feature that rejects a major portion of non-digits 
is the number of connected components above or below the 
considered connected component. In the current text line, the 
columns which correspond to the width of the considered 
connected component are considered, and the feature value 
(ncc) is calculated as ncc=ncc1+ncc2, where 
ncc1= the number of connected components that, the x 
coordinates of their centroid are between the columns which 
correspond to the width of the considered connected 
component. 
ncc2= the number of connected components which, the x 
coordinate of centroid of considered connected component is 

located inside the constructive columns of those connected 
components widths. 
ncc1 is effective to reject large non-digit connected 
components, and ncc2 is effective to reject small non-digit 
connected components like dots and diacritics. 

The next feature specifies how much the bottommost 
point of the considered connected component is aligned with 
the bottommost points of its neighbors. This feature is 
calculated as 
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where ibm , and 
iMBRH  is the bottommost point, and height 

of the considered connected component, respectively. i-1, 
and i+1 indexes represent the left side, and right side 
neighbors. Dividing by the average of heights makes the 
feature value scale invariant. 

The next feature is solidity that equals the number of 
pixels in the connected component divided by the number of 
pixels in its convex hull. This feature is used to differentiate 
between slashes and digits in a digit string. The value of 
solidity for slashes is closer to 1 in comparison with digits. 

In [1, and 4], nine features are presented for 
differentiation between digits and non-digits in Latin text 
lines. These features are extracted from heights, widths, and 
centroids of connected components minimum bounding 
rectangles. In Fig .1, the minimum bounding rectangles 
belonging to connected components of two handwritten and 
machine-printed Farsi text lines containing digit strings are 
shown. It can be seen that the height, width, and spacing of 
the minimum bounding rectangles belonging to consecutive 
connected components in digit strings, have a special 
regularity compared to the rest of the text line. These 
regularities in neighborhood of each connected component, 
is measured by considering its right and left neighbors. 

Suppose iMBR  represents the minimum bounding 
rectangle of the considered connected component, and 

1−iMBR  and 1+iMBR  are related to its left and right 
neighbors, respectively. Also,

iMBRH , 
iMBRW ,

iMBRCx , and 

iMBRCy  symbolize height, width, x coordinate, and y 
coordinate of  centroid of connected components minimum 
bounding rectangle, respectively. Regularity/ irregularity 
in height, width, and spacing in the neighborhood of iMBR  
can be measured by the following features [1]: 
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1f  , 2f , 3f  and 4f  are used to measure regularity/ 
irregularity  in height, and width of consecutive connected 
components. 5f  is the aspect ratio of considered connected 

component. 6f  and 7f express regularity/ irregularity in 

spacing. Finally, 8f  and 9f  show that how much the 
centroids of two consecutive connected components are 
aligned with each other. 

In addition to the last 9 features which are related to the 
minimum bounding rectangles of connected components, 
Chatelian et al. presented some other features in [2, and 3], 
for extracting digit strings from Latin documents which are: 
number of water reservoirs (metaphor to illustrate a valley in 
a component) [2], number of intersections with two 
horizontal and one vertical straight lines, number of end 
points [10], and number of holes [10]. 

Other than these structural features, we also consider one 
of the directional features that has a wide application in 
“recognition” of characters; a 100 component chaincode 
feature [11]. In [1, and 5], this feature is used to discriminate 
between alphabetic and numeric data in Latin scripts. 

We presented a number of structural features to 
differentiate between members of digit strings and other 
connected components in Farsi/ Arabic text lines (the first 5 
features). Moreover, structural features which are used in 
extracting digit strings from Latin text lines were introduced 
(the last 13 features). Now, by using a feature selection 
method applied to 18 structural features, we will obtain a 
feature vector that gives best results in classification of 
connected components to four classes D, S, DD, and ND, 
and also have lowest possible dimension. Forward selection 
algorithm [12] is used for feature selection. We have used 
training set for feature selection. This set includes 21800 
labeled connected components in four classes D, S, DD, and, 
ND. Fig. 2, shows error rate for each of four classes and the 
overall error rate. As can be seen, at first, by increasing the 
number of features, error rate decreases, and then it increases 
again. Minimum overall error rate (7.9%) is achieved by 10 
features. These 10 features are: bottommost point, number of 
connected components, perpendicularity, 1f , 2f , 3f , 4f  
(height ratios and width ratios), solidity, maximum number 
of transitions, and 5f  (aspect ratio). 

B. Classification 

We use two different classifiers to classify 10 selected 
structural features and direction feature.  First classifier is 
Support Vector Machine (SVM). We use an extended 
version of SVM that can assign a probability to each of four 
classes (D, S, DD, and ND) [13]. These probabilities will be 
useful in syntax verification stage by Hidden Markov Model 
(HMM). We empirically choose linear kernel [13] for SVM 
which gives best results in combination with both structural 
features and direction feature. Next classifier is MultiLayer 
Perceptron (MLP). Like SVM, MLP output can also be 

considered as probability estimate of each of four classes 
[14]. MLPs which are used in this experiment have the 
following characteristics. One input layer containing 10 
neurons, or 100 neurons, when structural features or 
direction feature is used, respectively. One hidden layer 
containing 16 neurons, or 50 neurons, for structural features 
and direction feature, respectively. And an output layer that 
has four neurons as the number of classes. The activation 
function of each neuron is a hyperbolic tangent sigmoid 
transfer function. This multi-layer feed-forward neural 
network is trained with the iterative back-propagation 
algorithm. 

C. Syntax verification 

As it is mentioned before, we assume that there is no 
prior information about location of digit strings in text lines. 
In this part of digit string localization system, the outputs of 
connected component classifiers are analyzed, and digit 
strings with our desired syntax will be localized. In this 
analysis, we will pay special attention to the separators 
(slashes). Because characters which discriminate between 
different kinds of digit strings (date, phone number, account 
number, letter number, etc) are slashes. The system analyzes 
the sequences of digits and slashes, paying attention to the 
number of digits found between slashes. 

Each of pattern recognition tools, SVM and HMM have 
some constraints in comparison with each other. In contrast 
to SVM, HMM has low discrimination ability in pattern 
classification problems. On the other hand, applying SVM in 
applications with variable length label sequence is difficult, 
because SVM has no temporal contextual memory [15]. In 
this study, we combine robust discriminating ability of SVM 
with dynamical modeling ability of HMM and try to localize 
digit strings in text lines. In addition to the SVM, 
performance of MLP is also studied in combination with 
HMM. In this work, we apply these tools with an 
architecture that is depicted in Fig. 3. 

 
Figure 2.  Feature selection through forward selection algorithm: the best 
classification result is achieved when 10 features are selected. 
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Figure 3.  Architecture of probabilistic method for syntax verification. 

In Farsi/ Arabic scripts, Alphabetic parts are written from 
right to left, while numeric parts are written from left to 
right. So, syntax models for Farsi/ Arabic digit strings should 
have left-right topology. For instance, syntax model for date 
digit string is shown in Fig. 4. The first state can be a non-
digit (ND1), because in most cases, digit strings may occur 
in the middle of text line, after some non-digit connected 
components. HMM models can be constructed for any other 
digit string with any syntax we want to extract. 

According to the presented architecture in Fig. 3, we 
consider each of connected components in a text line as a 
state. In each of these states, one of the observations D, S, 
DD, or ND may occur.  

From labeled training connected components and through 
maximum likelihood estimation, a transition matrix and also 
an initial probability vector are constructed for each model, 
[16]. Another parameter that should be determined for HMM 
is observation probability which show the probability of 
occurrence of each of observations (D, S, DD, or ND) in 
each of states (connected components). These probabilities 
have been determined in the previous stages of digit string 
localization system (Fig. 3). As it is mentioned in the 
classification section, SVM and also MLP can provide four 
probabilities (probability of being in each of four classes) for 
each connected component. We apply these four-member 
sets of probabilities as probability of occurrence of each of 
observations in each of states. Thus the parameters of HMM 
(syntax model) are determined completely for each text line, 
transition matrix and initial probability vector in the training 
phase, and observation probabilities during test phase 
(applying the system). Having an HMM for each sequence of 

connected components in each text line of document image, 
we can localize our desired digit string. 

For instance, if we want to localize date strings, the 
output of SVM for connected components in the current text 
line are applied to HMM that contains syntax of date. HMM 
returns a ranked list that corresponds to different locations 
(different sequences of connected components) in the current 
text line. The members of this list are ranked based on degree 
of similarity to date string (likelihood). According to these 
likelihoods in the ranked list, presence or absence of date 
string in the current text line, and its location can be 
determined. We only consider locations of a text line as 
candidates of digit strings which their corresponding 
likelihoods are higher than a threshold (that is empirically set 
to -10 in logarithm). 

III. EVALUATION AND EXPERIMENTAL RESULTS 

We use 21800 connected components containing 5200 
digits, 800 slashes, 800 double digits, and 15000 non-digits, 
for training classifiers; SVM, and MLP, and for feature 
selection. About 75% of these connected components are 
handwritten, and the rest of them are machine-printed. The 
values of some structural features like height ratios or 
bottommost point feature are extracted from two or more 
consecutive connected components. So training connected 
components as well, should be connected components in 
digit strings, non-digit strings, or mixed strings (not only 
single connected component images). To construct this 
training set, databases presented in [17, and 18] are used. For 
determining parameters of HMM (transition matrix and 
initial probability vector) that is used in syntax verification, 
and for evaluation of digit string localization system, 300 
collected document images are used. There are handwritten, 
machine-printed, and mixed text lines containing digit strings 
in these document images. 100 document images are used 
for training HMM parameters, and 200 document images for 
evaluating system. Digit strings in these document images 
can be handwritten, or machine-printed with different 
syntaxes (date, phone number, letter number, zip code, etc). 
These digit strings may contain double digits or triple digits. 
There are 745 digit strings in these 300 document images. 
268 of them are date strings, 179 of them are phone numbers, 
and the rests are digit string with other syntaxes. 58.2% of 
digit strings are handwritten and 41.8% of them are 
machineprinted. 13% of handwritten digit strings contain 
two or more touched connected components. Two criteria for 
evaluation of digit string localization system, recall and 
precision are defined as follows: 

 
Figure 4.  Syntax model fo date string. 
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a digit string with a specific syntax is considered as 
completely localized, if all of its digits, slashes, and double 
digits are labeled as members of desired digit string. 

To illustrate the performance of the system, top-n recall/ 
precision curves (recall and precision values when n first 
positions of ranked list are used) are shown in Fig. 5 and 6 
for date and phone number localization, respectively. By 
proceeding from top-1 to top-5, in addition to finding our 
desired digit strings, the number of non-relevant detected 
strings (non-digit strings, or digit strings with non-relevant 
syntaxes) will increase. As a result, recall increases and 
precision decreases. 

Generally, in all curves, precision values are acceptable, 
and this is firstly because of high ability of features in 
discrimination between members of digit strings (D, S, and 
DD) and non-digits. And the second reason is putting a 
threshold on logarithmic likelihoods in the ranked list. This 
threshold on likelihood values causes fewer non-digit strings 
to be wrongly localized as desired digit strings. 

In most cases of Fig. 5, and 6, the SVM curves are higher 
than MLP curves, i.e. SVM provides higher recall and 
precision values. Also, by proceeding from top-1 to top-5, 
the decrement in precision of SVM is less than MLP. This is 
for the reason that SVM works better in differentiating 
connected components. In date string localization, especially 
in handwritten text lines, direction feature work better than 
structural features (because of slashes in date strings). While, 
in phone number localization, structural features and 
direction feature provide very close results. In most cases, 
the curves of structural features have higher precision values 
compared to direction features, because structural features 
reject non-digits better than direction feature. 

IV. CONCLUDING REMARKS 
In this paper, we have presented a system for localization 

of digit strings with a specific syntax in Farsi/ Arabic 
document images. Special characteristics of Farsi/ Arabic 
scripts were taken into consideration in the proposed 
methodology. A number of new structural features were 
presented for differentiation between connected components 
which are members of digit strings and other connected 
components in Farsi/ Arabic text lines. Effectiveness of these 
features is examined through different criteria. The number 
of final structural features is very few (10 features) in 
comparison with utilized features for recognition of 
connected components. Recall and precision values obtained 
by 10-component structural features are very close to the 
values obtained by 100-component direction features. In this 
paper, we only considered two syntaxes, i.e. date and phone 

number, but our method of syntax verification can be 
extended to any type of digit strings with any syntax, by 
modifying HMM models. 
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(a) 
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Figure 5.  Recall/ Precision curves for date string localization in (a) 
machine-printed and (b) handwritten text lines 

 
(a) 

 

(b) 

Figure 6.  Recall/ Precision curves for phone number string localization in 
(a) machine-printed and (b) handwritten text lines 
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