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Université François Rabelais
Tours, France

partha.roy@univ-tours.fr

Jean-Yves Ramel
Laboratoire d’Informatique
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Abstract

Word searching and indexing in historical document col-
lections is a challenging problem because, characters in
these documents are often touching or broken due to degra-
dation/ageing effects. For efficient searching in such his-
torical documents, this paper presents a novel approach
towards word spotting using string matching of character
primitives. We describe the text string as a sequence of
primitives which consists of a single character or a part
of a character. Primitive segmentation is performed analyz-
ing text background information that is obtained by water
reservoir technique. Next, the primitives are clustered using
template matching and a codebook of representative prim-
itives is built. Using this primitive codebook, the text in-
formation in the document images are encoded and stored.
For a query word, we segment it into primitives and encode
the word by a string of representative primitives from code-
book. Finally, an approximate string matching is applied
to find similar words. The matching similarity is used to
rank the retrieved words. The proposed method is tested on
historical books of French alphabets and we have obtained
encouraging results from the experiment.

1. Introduction

With the growing popularity of internet and web-
technology, Digital Libraries and archives are becoming in-
terested in mass-digitization and transcription of the col-
lection of historical documents. The purpose is to make
the historical documents available to the wider users for ac-
cessing the valuable information. The searching/retrieval of
content information depends on the transcription of these
documents. However, automatic text transcription, per-
formed by the available commercial OCR systems are not
satisfactory. OCR provides low performance of transcrip-
tion in such images due to degradation occurred by ageing,
strains, repetitive use, etc.

Word-spotting [5, 9] provides an alternative approach for
indexing and retrieval. Word spotting treats each word as
a whole entity and thus avoids the difficulty of character
segmentation and recognition. It produces a ranked list of
word images according to similarity of the query word im-
age. The matching for word spotting is done at image level
through word shape coding, generally generated by a set of
features at different zones of the word image.

Many existing approaches on word spotting rely on ac-
curate segmentation of words or connected components [6].
Rath and Manmatha [9] used vertical projection profile, up-
per and lower boundary projection profile and applied dy-
namic time warping (DTW) distance for matching similar
words. To take care the word segmentation problem, Ley-
dier et al. [3] have used differential features and a cohe-
sive elastic distance. Gatos and Pratikakis [1] proposed
a segmentation-free word spotting approach for historical
printed documents using salient region detection by tem-
plate matching at an initial stage. Often, word shape coding
is used to encode the words in normal printed documents.
Lu et al. [4] proposed a technique to retrieve document
images by a set of topological codes based on shape fea-
tures including character ascenders/descenders, holes, wa-
ter reservoirs information etc.

However, holistic word spotting approaches may not per-
form well if the words are not segmented correctly due to
degradation. Sometimes, a word can be over-segmented due
to error. Another difficulty arises from the severely touch-
ing or broken characters. Incorrect segmentation of touch-
ing characters is still one of the main causes for connected
component based approaches. We show an example of doc-
ument image in Fig.1 to illustrate these problems. Some-
times, the inter-character spacing is not uniform which leads
difficulties to word segmentation. Also, it can be noticed
that the document contains some words in other languages
than English. Thus, the word spotting method needs to be
script independent and robust to take care of word segmen-
tation problem.

In this paper, we propose a robust indexing scheme to
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Figure 1. A document from historical collec-
tion shows (a) The inter-word spacing is not
uniform for word segmentation. (b) Difficult
to group characters in a word due of large
inter-character spacing. (c) Presence of text
words in different scripts.

search query word in printed document images. We de-
scribe the text string using basic features called primitive. A
primitive consists of a single character or a part of a charac-
ter. Primitive segmentation is performed using background
information of text. To handle the background information,
water reservoir concept has been used. The primitives are
next clustered using template matching and a codebook of
primitives is built. Finally, the text information in the book
are encoded using primitive codebook. A query word is
also represented by a string of primitives. Next, an approx-
imate string matching is applied to each encoded strings in
the documents for retrieval of similar words. The matching
distance is used to rank the retrieved words.

The proposed methodology is generic and can be applied
to different scripts as the method uses dynamic codebook
vocabulary for text encoding. The main contributions of
this paper are the use of primitive-components instead of
whole word and connected components and encoding the
text using primitive-components. The advantage of this ap-
proach is its robustness to touching and broken characters.
Our approach does not need proper segmentation of words.
Thus, the system is flexible enough to find location of query
words in complex layout.

The rest of the paper is organized as follows. In Sec-
tion 2, we explain the tool used for pre-processing and text
segmentation. In Section 3, we detail the proposed index-
ing approach. The word retrieval is discussed in Section 4.
The experimental results of the approach are presented in
Section 5. Finally conclusion is given in Section 6.

2. Preprocessing and Layout Analysis

Historical printed documents are not easy to analyze due
to complex layout and degradation effect. In our system,
we have used AGORA[8] page layout analysis tool for lay-
out analysis and word segmentation because of its superior
performance in historical document analysis. AGORA per-
forms a hybrid content analysis approach combining top-
down and bottom-up methods. Next, the system produces a
list of homogeneous regions or blocks from the layout us-
ing foreground and background information and sends back
to the user. This initial representation is used in interactive
scenarios analysis. The user builds scenarios according to
his needs (location of the dropcaps, notes at margins, etc.)
allowing labelling, merging or removing blocks contained
in the intermediate representation. Next, these scenarios are
applied to the rest of the images in batch processing. Fi-
nally, AGORA provides segmentation and labelling of each
block (text, picture, dropcaps, etc.) in the document (See
Fig.2) and performs segmentation of lines and words.

Figure 2. Different blocks (marked by rectan-
gle) produced by AGORA Layout analysis.

3 Text Indexing

After pre-processing by AGORA, the text block is seg-
mented into words according to inter-word spacing analy-
sis. The words having larger inter-word space selected by
user in scenario analysis are segmented. Due to the non-
uniform spacing in historical documents, word segmenta-
tion error can not be avoided in the pre-processing stages.
Our approach of word spotting can take care this segmenta-
tion error even in presence of noise and touching problems.
Details of the text indexing method are discussed below.

3.1 Extraction of Primitives from Words

Our word retrieval system is based on the primitives ex-
tracted from text characters. To obtain the character primi-
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tives, we first apply a connected component analysis to the
word image and extract individual components. Each con-
nected components are next segmented into primitive char-
acters according to its background information.

To get the background portion we apply the water reser-
voir concept. Water reservoir is a metaphor to illustrate
the cavity region of a component [7]. The water reservoir
principle is as follows. If water is poured from a side of a
component, the cavity regions of the background portion of
the component where water will be stored are considered as
reservoirs of the component. By top (bottom) reservoirs of
a component we mean the reservoirs obtained when water
is poured from the top (bottom) of the component. Since,
touching of neighbor characters affects mostly the upward
or downward reservoir rather leftward or rightward reser-
voirs, we have used only the information of top and bottom
reservoirs. The reservoirs having height H (H > λ ∗ Sw)
are considered for segmentation. Sw is the stroke-width of
the word and it is computed by analysing statistical mode
of object pixels’ run lengths in horizontal and vertical di-
rections. λ is chosen according to the experiment dataset.
Next, the selected top (bottom) reservoirs are segmented at
lowest (highest) reservoir point and component is split into
basic primitive shapes.

As our method segments primitives from connected
components of the document image, the text characters (e.g.
‘i’, ‘à’, ‘é’, etc.) having multiple components will also
be segmented into different primitives. These components
are grouped together by checking their overlapping position
horizontally. Two components are grouped together, if one
is completely overlapped by the other component or they
are overlapped partially by overlapping ratio of Tr. Tr is
set to 0.8 according to experiment data. Overlapped com-
ponents are grouped into a single primitive. Finally, with a
given set of training pages of a book, we extract all the prim-
itive pi forming the set Pn = {p1, p2, . . . pn}. See Fig.3,
where a word is segmented into its primitive characters.

Figure 3. A word image and its corresponding
primitives.

3.2 Primitive Codebook

After collecting all the character primitives, we find out
the representative primitives of them and build a codebook.
The idea is, different character objects can be represented
by a small number of shared primitives. The representatives
are learnt through an unsupervised clustering algorithm of
all primitives involved in training. These representative are
defined as centers of clusters µm = {µ1, µ2, . . . µm}, m ≤
n. The similarity (S) between two primitives (A and B) is

measured by the template matching using cross correlation
equation which is given by:

S(A,B) =

∑h−1
y=0

∑w−1
x=0 Ã(x, y)B̃(x, y)√∑h−1

y=0

∑w−1
x=0 Ã(x, y)2

∑h−1
y=0

∑w−1
x=0 B̃(x, y)2

where, Ã(x, y) = A(x, y)− Ā and B̃(x, y) = B(x, y)− B̄.
Ā, B̄ are the mean of pixel values. h and w are the nor-
malized height and width of image size. The clustering
method is performed in an incremental fashion. The code-
book is expanded by comparing each new primitive to the
existing codebook primitives. When there is a new sam-
ple, we find the similarity of each of the existing cluster
centres. If the similarity results are less than a pre-defined
threshold TD, we add this primitive as a new cluster centre.
Next, a codebook of primitives is built using these cluster
centres. The size of codebook depends on the shape vari-
ation of primitive components in training set. The process
discussed above is detailed in algorithm 1.

Algorithm 1 Creation of Primitive Codebook
1: //create the list of codebook µm from primitives Pn

2: µm ⇐ {p1}
3: for all primitives pi of p2, . . . , pn do
4: for all primitives of codebook µj of µm do
5: Rj = S(pi, µj)
6: end for
7: Rmin = min(R1, R2, . . . Rm)
8: if Rmin < TD then
9: µm ⇐ µm ∪ pi

10: end if
11: end for

3.3 Indexing by Primitive Labelling

After the codebook is created from the segmented prim-
itives of the training pages, the words from all pages of that
book are indexed using the codebook. To do so, the code-
book primitives are first indexed by unique labels Lm =
{L1, L2, . . . , Lm}. Let Li be the label of codebook prim-
itive µi. Next, for each word of the book, the segmented
primitives are tagged using the label of most similar code-
book primitive.

Let, a word W being segmented into primitive sequence
h1h2 . . . hl, where l is the total number of primitives ob-
tained in W . Each primitive hi is matched by similarity
measure (S) to all the codebook primitives µm and hi is la-
belled by the same of nearest codebook primitive. Finally,
W is translated into a sequence of labels Lh1Lh2 . . . Lhl,
where Lhi is the label of hi. We store the label of the prim-
itive along with its position in the string for indexing pur-
pose. Thus, the 2 dimensional word image has been con-
verted to a 1 dimensional string of codebook labels of Lm.
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Due to noise, a primitive may not be represented by a
same codebook primitive always. To take care of this prob-
lem, during index generation we store more than one near-
est codebook primitives for each primitive. To do so, the
codebook primitives are ranked in descending order based
on the similarity measure and top ‘c’ models are chosen. In
our experiment, we have used 3 nearest codebook primitive
models. In Fig.4, we have shown the different codebook
primitives for each primitive from a touching character. The
similarity distances are also marked for each models.

Figure 4. A touching part of a word is seg-
mented into 4 primitives. Each of the prim-
itives are mapped to its 3 nearest primitives
in codebook.

4 Retrieval of Query Word

For searching a query word Q from the collection of
document images, Q is first segmented into primitives as
explained in Section 3.1. Next, we find out most similar
codebook models of µm for each primitive segments. Q
is then encoded into a sequence of labels Lq1Lq2 . . . Lqt,
where Lqi ∈ Lm and t is the number of primitives in Q. To
handle noise, ‘c’ nearest codebook models are also stored
for each query primitives.

Now, the objective is to find words that have similar se-
quence of labels. Thus, the matching between query word
Q and a target word W is formulated as matching of 2 se-
quences of primitives. As, primitives are labelled by code-
book primitives Lm, the problem is to match primitive label
strings of query and target word.

Approximate string matching algorithm [2] has been
used in our system for text searching. This method has
frequently been used in the literature to refer to a class of
pattern matching techniques, by which k errors are allowed
between a pattern string S and a text string T . The length of
the strings S and T may be different. The algorithm finds
all substrings of the text T that have at most k errors (char-
acter that are not same) with the pattern S. When k = 0 (no
mismatches) it is simple string matching algorithm.

In our process, the approximate string matching algo-
rithm is adapted to handle ‘c’ choices of each primitive

character. Let, si and tj be the labels of S[i] and T [j],
where si = {Li

1, L
i
2, . . . , L

i
c} and tj = {Lj

1, L
j
2, . . . , L

j
c}.

The matching function of si and tj are performed based on
following formula.

match(si, tj) =

{
1 if |si ∩ tj | ≥ 1
0 otherwise

5. Experimental setup and results

The “Centre d’Etude Superieur de la Renaissance”
(CESR) of Tours has created a Humanistic Virtual Library
with bitmap versions of several books. They have a col-
lection of precious historical books currently numbering
around 3000 copies dating from the middle of the XIV cen-
tury to the beginning of the XVII century and some of them
are already scanned or photographed. The languages used,
Latin or French, bring an additional factor of variability to
the books. An example of scanned page of these books is
shown in Fig.1.

The proposed system is tested on a set of documents
images taken from this collection. The dataset contains
45 pages of a historical book written mostly in French
language. The pages are analyzed by AGORA for pre-
processing and different word blocks are segmented. There
were total 8675 word blocks, some of them are not seg-
mented correctly due to non-uniform character spacing. We
have built the primitive codebook from 24 pages. We found
total 57324 primitives from these training pages and we
have obtained 183 representative primitives using our clus-
tering algorithm. During primitive matching, the size nor-
malization is done by 20×20. Next, the words of 45 images
have been tested for indexing.

An experiment is performed first for retrieval of words
from the database according to query word images. A rank-
ing based on string matching distance is done to evaluate
the retrieved word. When two or more words are found at
same distance, they are discriminated by the accumulated
similarity measures of primitives. In Fig.5, we show out-
put of 5 query word images. The query words are shown in
1st row. The results show the robustness of our approach in
different kinds of problem. It is reasonable, how noise or
missing characters in segmented words affect the ranking
process.

Figure 5. Some query words and their re-
trieval results arranged column-wise accord-
ing to the rank.
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To check whether a query word is detected correctly or
not by our system, we draw a bounding box of the extracted
primitive characters in the word block. By viewing the re-
sults on the computer’s display we check the word detection
results. To get the idea of our word detection results, some
of the results are shown in Fig.6.

(a)

(b)

Figure 6. Two query images and their location
detection in word blocks.

To evaluate the quantitative performance of the system
with a query word against a collection of segmented words,
we use common ratio of precision (P ) and recall (R) for
evaluation of word retrieval. Each retrieved word is consid-
ered as relevant or not depending on the ground truth of the
data. The precision measures the quality of the retrieval sys-
tem in terms of the ability of the system to include only rel-
evant items in the result. Whereas recall measures the effec-
tiveness of the system in retrieving the relevant items. The
result is performed on 20 query word images. In Table 1, we
show the performance of the system. We have compared our
method using connected component (CC) based approach.
In this CC approach, the isolated connected components are
used similar to primitives and string matching is done with
the codebook of connected component. We have obtained
326 representatives in the codebook using similar cluster-
ing technique. From Table 1, we noticed that our primitive
based approach outperforms the CC-based approach. One
of the reason is that, our method handles touching char-
acters better in such degraded documents. We have also
tested the DTW based word spotting approach [9] in these
degraded documents. When the words are segmented cor-
rectly, the performances are similar. But, when the words
are not segmented properly, our method works better.

Table 1. Word Retrieval Results
Approach Precision Recall
CC based 70.39% 74.58%

Primitive based 79.46% 81.21%

6. Conclusion

We have presented a robust word spotting system for his-
torical documents. In stead of connected components, we
consider character primitives in our approach. The algo-
rithm uses background information to segment characters
into primitives. The primitives are then used to encode the

word in a string of labels. This algorithm is efficient to lo-
cate the words in noisy environment.

The proposed system does not require proper word seg-
mentation as the word matching is mapped to string match-
ing problem. As the codebook vocabulary is based on prim-
itives, efficient indexing is possible than that of connected
components or whole word based approach. The searching
process is very fast as the matching is performed in string
level. The methodology has been made generic to be ap-
plied independently of languages. As, it is based on the
primitives and the primitives are learnt from training data.
The efficiency can be improved by using more precise code-
book analysis and context information. This system can
also be extended for OCR or transcription purpose.
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