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Abstract—This paper proposes a modified two-class LDA 
based compound distance for similar handwritten Chinese 
characters discrimination. First the definition of the 
Intersecting Subspace (IS) between two classes and the 
modified between-class scatter matrix is given. Then we prove 
that the modified between-class scatter matrix can supply 
additional information. Our experiments demonstrate that the 
additional information can be used to discriminate points in 
the IS and the proposed method outperforms the previous 
LDA based method. 
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I. INTRODUCTION 
The problem of offline handwritten Chinese character 

recognition has been investigated by many researchers over a 
long time, and great improvements have been achieved [1-4]. 
Despite the success of existing methods, there are still rooms 
for improvement. One of the problems is the classification of 
similar characters. K.C.Leung and C.H.Leung [5] proposed 
the “critical region analysis” technique to tackle the problem 
of similar character classes. Bo Xu et al. [6] proposed an 
Average Symmetric Uncertainty based critical region 
selection method and they showed that the critical regions 
selected by their method contain more discriminative 
information than by the method proposed in [5]. The 
compound Mahalanobis function (CMF) method, proposed 
by Suzuki et al. [7], combines pair discrimination measures 
with class-wise Mahalanobis distance, this method is unique 
in that the pair discriminator has no extra parameters when 
using the MQDF as the baseline classifier.  Tian-Fu Gao and 
Cheng-Lin Liu [8, 9] proposed a LDA-based compound 
distance method to discriminate similar character pairs, and 
they showed that under restrictive assumptions, the previous 
CMF is a special case of the LDA-based compound distance, 
and their experiments demonstrated that the LDA-based 
compound distance method outperforms the previous CMF 
methods.  

The MQDF [10] has been widely used to handwritten 
Chinese character recognition with great success. In this 
paper, we use it as a baseline classifier and use the LDA-
based compound distance method and the proposed modified 

two-class LDA based compound distance method (M2LDA) 
to discriminate similar pairs. 

In the following sections, we first briefly review the 
MQDF and the LDA-based compound distance in Section2, 
and then in Section 3, the modified two-class LDA based 
compound distance is proposed and some implemental notes 
are given, followed by experimental results in Section 4 and 
conclusions in Section 5. 

II.  MQDF AND LDA-BASED COMPOUND DISTANCE  

A. MQDF 
For a class (c)ω , the quadratic discriminant function 

(QDF) of an n-dimensional feature vector is given as  

           

(c) (c) T (c) 1 (c)
0

(c) (c)

g (x) (x ) { } (x )

log | | 2 log P( )

−= − μ − μ

+ − ω                        (1) 

Where (c)μ and (c) denote the mean vector and the 
covariance matrix for x in the class (c)ω , respectively, and 

(c)P( )ω is the a priori probability for the class (c)ω . Using the 

equation
n

T
M i i i

i 1=

= λ ϕ ϕ , and omitting the subscript (c) and 

the term (l)P( )ω  for simplicity, the QDF can be written as  

              

nn
T 2

0 i M i
i 1 i 1i

1
g (x) { (x )} log

= =

= ϕ − μ + λ
λ ∏

              (2) 

Where Mμ and M denote the maximum likelihood estimates 
of the mean and the covariance, respectively, and 

iλ ( i i 1+λ ≥ λ ) and iϕ  denote the ith eigenvalue and the 
eigenvector of the matrix M . By employing a kind of 
pseudo-Bayesian estimate of the covariance matrix 

2
P M h IΣ = Σ + instead of the maximum likelihood estimate 

MΣ in the QDF, here I is the n-dimensional identity matrix 
and 2h is an appropriate constant, an improved discriminant 
function MQDF1 is given as 
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        (3) 

Another modification of the discriminant function MQDF2 is 
derived by substituting 2h for all of the eigenvalues iλ , 
i k 1≥ +  of MΣ in QDF. 
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−
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          (4) 

B. LDA-based Compound Distance 
The LDA-based discriminant vector [8, 9] is proposed for 

improving the accuracy of pair discrimination. The CMF [7] 
method projects the input feature vector onto an axis on the 
minor subspace of one class, which is based on the 
covariance of one class only. To improve the separability of 
two classes, they turn to estimate the discriminant axis using 
LDA. In LDA, the projection axis to maximize the Fisher 
criterion: 

                
T 1 T

W BJ(W)=tr((w S w) (w S w))−

                          (5) 

WS and BS  denote the within-class scatter matrix and 
between-class scatter matrix, respectively. For two classes 

iω  and jω , with means iμ and jμ , covariance matrices 

i and j , the within-class and between-class scatter 
matrices can be written as: 

                          W i jS ( ) / 2= +                                     (6) 

                       
T

B i j i jS ( )( )= μ − μ μ − μ                                (7) 

By LDA, the optimal discriminant vector is obtained as: 

               

1
W i j

1
i j i j

1
i j

d
T

n n i j
n 1 n

w S ( )

(( ) / 2) ( )

( )

1 ( )

−

−

−

=

= μ − μ

= + μ − μ

= μ − μ

= ϕ ϕ μ − μ
λ                               (8) 

Where nλ and nϕ  are the nth eigenvalue and eigenvector. 
The vector w calculated by (8) is then normalized to unit 
norm: w w / w= . The feature vector of input pattern is 
projected onto this axis for discriminating two classes.  

III. MODIFIED TWO-CLASS LDA BASED COMPOUND 
DISTANCE 

In paper [8, 9], the optimal discriminant vector is 
estimated by LDA which is proved useful in discriminating 
similar character pairs. In Fig.1, horizontal lines indicate the 
directions of the projection vectors learned by LDA. It can 
be seen that the projection direction is optimal in the whole 
space. However, as illustrated in Fig.1 (b), some mistakes 
may occur for the points in the middle of these two classes. 
This subspace is encircled by the green ellipse. We call this 
subspace as the Intersecting Subspace (IS). If a projection 
vector which lies along the vertical red line can be computed, 
it should be very useful to discriminate points in the IS. This 
is the motivation of the proposed method in this paper. 

 

   
                (a)                                             (b) 

Figure 1.  LDA for two classes (a,b) and the intersecting  subspace in 
which misclassification happens by LDA (b) 

For two classes x and y, tx and ty are the tth sample in 
class x and y respectively, with means xμ and yμ , 
covariance matrices x and y , the within-class scatter 
matrix can be written as: 

                            W x yS ( ) / 2= +                                  (9) 

Rather than using (7), the between-class scatter matrix is 
modified as: 

                   

N
m T
B t y t y

t 1
N

T
t x t x

t 1

1S (x )(x )
N

1

1 [

(y )(y ) ]
N

2 =

=

= −μ − μ

+ −μ − μ
                   (10) 

The modified between-class scatter matrix should supply 
additional information for discriminating the points in the IS 
while keeping the information in LDA. Theorem 1 tells us 
that the principle eigenvector is very close to 

x y( )μ − μ which is used by LDA for computing the 
projection vector.  
Theorem 1: Suppose every t ,ix  and t ,iy  satisfy : 

0
−

→
−

x ,i

x

t ,i

,i y ,i

x μ
μ μ

  and   0
−

→
−

y ,i

x

t ,i

,i y ,i

y μ

μ μ
 

And suppose m
BS can be rewritten as: 

=

=
n

m T
B i i i

i 0

S λ ϕ ϕ , 0 1>> > > n...λ λ λ , 

Then we have:  

0 0 −→ x y( )μ μλ ϕ  
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In theorem 1, “ → ” means “be close to”, and t,ix , t,iy , 

x,iμ and y,iμ represent the ith element in tx , ty , xμ and 

yμ respectively. BS (r,c)  and m
BS (r,c)  represent the element 

lying in the rth row and cth column of BS and m
BS  

respectively.  
Proof: BS can be written as: 

T
B x y x y

N N
T

t y t y
t 1 t 1

N N
T

t x t x
t 1 t 1

S ( )( )

1 1 1[( (x ))( (x ))
2 N N

1 1( (y ))( (y )) ]
N N

= =

= =

= μ − μ μ − μ

= − μ − μ

+ − μ − μ

 

The element lying in the ith row and jth column of BS  is: 

N

B t,i y,i x , j y, j
t 1

N

t,i x ,i y, j x , j
t 1

1 1S (i, j) { [(x )( )]
2 N
1 [(y )( )]}
N

=

=

= − μ μ − μ

+ − μ μ − μ
 

Similarly: 

N
m
B t,i y,i t , j y, j

t 1
N

t,i x ,i t , j x , j
t 1

1S (i, j) [(x )(x )]
N

1 [(y )(y )]}
N

1{
2 =

=

= −μ − μ

+ −μ − μ
 

Since t,ix∀ and t,iy∀ , we have  

x,i

x ,i i

t ,

y

i

,

x
0

μ

μ − μ

−
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y,i

x ,i i
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y

i

,

y
0

μ
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Then we get  

t , j y, j t , j y, j y, j

t, j x, j t , j x

x, j x, j x, j

y, j y, j y, j, j x, j

x x

y y

− μ = − μ → μ

− μ = − μ

μ + μ − μ −

μ + μ − μμ −→
 

Then 

 B
m
BS (i, j) S (i, j)→  

As it is assumed that 

 
n

m T
B i i i

i 0
S

=

= λ ϕ ϕ , 0 1 n...λ >> λ > > λ  

Let T
0 0 0 0S = λ ϕ ϕ , then  

m
0 BBS (i, j)S (i, j) S (i, j)→→ . 

At last we have 

x0 y0 ( )μλ − μϕ →  

Theorem 1 indicates that the direction of 1
W 0 0S ( )− λ ϕ  is 

close to the optimal direction 1
W x yS ( )− μ − μ . This result will 

be demonstrated in our experiments, too. We hope that 
directions along with 1

W iS , i 1,2,..., n− ϕ = can help us to 
discriminate points in the IS better. As we can see in our 
experiments, they really can supply additional information 
for discriminating points in the IS. 

IV. IMPLEMENTATION NOTES 

For classes  iω  and jω , we calculate the WS  and m
BS  by 

(9) and (10) respectively. WS  and m
BS  can be rewritten as  

                
n

T
W t t t

t 0
S

=

= γ φ φ       
n

m T
B t t t

t 0
S

=

= λ ϕ ϕ                  (11) 

Where iγ and iφ  are  the ith eigenvalue and eigenvector of 
WS  and iλ and iϕ  are the ith eigenvalue and eigenvector of 
m
BS . The principle projection vector 0w is computed by 

                        
d

T
0 t t 0

tt 0

1w
=

= φ φ ϕγ                                  (12) 

The minor projection vectors are computed by  

                   
d

T
s t t s

tt 0

1w
=

= φ φ ϕγ , ps 1,...,T=                     (13) 

0w and sw  are then normalized to unit norm: 

                  0 0 0w w / w=     s s sw w / w=                   (14) 

Define the distance function 0 if (x, )ω  as: 

                       2 2
0 i 0 i,0 if (x, ) (x ) /ω = − μ δ                          (15) 

Where  

                         T
0 0x x w=    T

i,0 i 0wμ = μ                         (16) 
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And 2
iδ is the variance in one-dimensional projected 

subspace for class iω . 
If the following formula satisfies, then x belongs to the IS 
between classes  iω  and jω . 

                     0 i 0 j

0 i j

f (x, ) f (x, )

f ( , )

ω − ω
< θ

ω ω
                             (17) 

Where θ  is a threshold. The compound distance functions 
for classes  iω  and jω  are computed by 

i mqdf i m2lda i

j mqdf j m2lda j

f (x, ) (1 )*f (x, ) *f (x, )
f (x, ) (1 )*f (x, ) *f (x, )

ω = −β ω + β ω
ω = − β ω + β ω

              (18) 

If if (x, )ω < jf (x, )ω  then x belongs to class iω , otherwise x 
belongs to class jω . 
The distance function m2lda if (x, )ω is computed by:  

 0 i i
m2lda i

0 i

(1 )*f (x, ) *f (x, ), x IS
f (x, )

f (x, ),otherwise
ξ− α ω + α ω ∈

ω =
ω

   (19) 

The distance function if (x, )ξ ω  is computed by: 

                     2
i t i,t

t 1
f (x, ) (x )

ξ

ξ
=

ω = − μ                             (20) 

Where ξ  is the number of minor projection directions used 
for discriminating points in the IS and 

                      T
t tx x w=  T

i,t i twμ = μ                               (21) 

V. EXPERIMENT RESULTS 
We evaluate our methods on the CASIA database. The 

CASIA database, which is collected by the institute of 
automation, Chinese academy of sciences, contains 3755 
Chinese characters, 300 samples per class. We choose 290 
samples per class for training and the remaining 10 samples 
for testing. We use the line-density normalization method in 
character image normalization step [11]. Then 8-direction 
gradient direction features [12] are extracted on the 
normalized image. The extracted feature vector is 
compressed to 256 dimensions by LDA. Just for experiment, 
we select 3849 similar pairs by the error rate on the training 
set using the linear discriminant function (LDF) classifier. 

pS will be used to represent the similar pair set.  
For each input pattern x, the MQDF gives two top-rank 

candidate classes iω  and jω . The MQDF distances from x to 

iω  and jω  are id  and jd , respectively. If i j cd d T− ≤ , 

where cT  is a threshold, then we check if iω  and jω  is a 
similar pair in set pS , if it is then we discriminate iω  and jω  
with the LDA-based methods proposed in [8, 9] and the 
method proposed in this paper. Table 2 shows the number of 
similar pairs with different cT . 

TABLE I.  NUMBERS OF SIMILAR PAIRS WITH DIFFERENT  
THRESHOLD  TC 

cT 20 40 60 80 100 

N 867 1559 2219 2974 3731 

 
Table 2 compares some elements in the projection vector 
w computed by (8) and the projection vector 0w computed 
by (12) between class 0 and class 2391. Table 3 shows the 
test accuracies using w  and 0w  as the projection vector 
with different cT . From table 2 and table 3, we can see that 
w and 0w  are very close both in elements and test 
accuracies. At this point, theorem 1 is proved by experiment 
results..  

TABLE II.  SOME ELEMENTS IN THE PROJECTION VECTOR W AND W0. 

Index 1 2 … 255 256 

w -0.197588 0.853617 … 0.122322 -0.098102 

0w  
0.197768 -0.857342  -0.121990 0.097299 

TABLE III.  TEST ACCURACIES USING W AND W0 WITH DFFERENT TC 

Tc 20 40 60 80 100 

w 0. 971931 0. 974993 975393 0. 975526 0. 975366 

0w  
0. 971957 0. 974967 975393 0. 975499 0. 975313 

 
Fig.2 shows the test accuracies of the proposed method with 
different θ  in (17) ( c0.7, 0.8,T 60α = β = = ). We can see 
that the best performance reaches when θ =0.2 for 
different ξ . 
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Figure 2.  Test accuracies of the proposed method with different θ  

Fig.3 shows the test accuracies of the proposed method with 
different ξ in (20) ( c0.7, 0.8,T 60α = β = = ) . We can see 
that test accuracies do not increase too much when ξ =4 for 
θ =0.2 and ξ =6 for θ =0.3. 
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Figure 3.  Test accuracies of the proposed method with different ξ  

Fig.4 shows the test accuracies of the LDA based method 
and the proposed method (denoted by M2LDA) with 
different cT  for θ =0.2 and ξ =4. We can see that the 
proposed method outperforms the previous LDA based 
method. 
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Figure 4.  Test accuracies of the LDA-based method and the proposed 

method  with different Tc. 

VI. CONCLUSIONS 
This paper proposes a modified two-class LDA based 

compound distance for similar handwritten Chinese 
characters discrimination. The modified between-class 
scatter matrix supplies additional information for 
discriminate points in the intersecting subspace. Our 
experimental results demonstrate that the proposed method 

outperforms the previous LDA-based method. In our future 
work, how to use the additional information more efficiently 
will be concerned. 
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