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Abstract—The grapheme codebook is a high-performing tech-
nique for offline writer identification. This paper considers
whether the de facto standards for initial grapheme extraction are
optimal for both modern and historical datasets. We examine the
construction and representation of the graphemes that comprise
the codebook, testing three segmentation methods and two graph-
eme size normalisation methods on two datasets: a 93-writer IAM
dataset, and a 43-writer medieval English dataset. The standard
minima-split segmentation is compared to a complementary
segmentation method that preserves ligature shapes, as well as
the union of both these methods. Classification performance for
each method is compared on a range of codebook sizes. We
demonstrate that grapheme aspect-ratio is not always a writer-
specific feature, and that preserving the character body shape
in segmentation is more informative than preserving cursive text
ligatures.

Index Terms—Writer identification; Grapheme; Segmentation;
Codebook

I. OFFLINE WRITER IDENTIFICATION

Given a set of documents written by a group of authors,
the writer identification task attempts to label unseen doc-
uments with the correct writer. Offline writer identification
is a refinement of this task that uses only static images of
handwritten text as input and can be used in situations where
no movement information is available, such as the analysis of
historical documents.

Common feature extraction methods for offline writer iden-
tification include slant and edge-hinge distributions [1], [2],
[3], run-length distributions [4], [1], Gaussian Mixture Models
[5], texture features such as Gabor-based wavelets and filters
[6], [7], [8], character-specific structural features [9], [10], and
text-fragment shape distributions.

This last method operates by splitting the ink trace into
fragments, and selecting a reference set of these to use in
generating features for each image. Several variants exist:
the most widespread is the grapheme codebook as described
in [11], but similar ideas appear in the writer invariants
method [12], and at the level of stroke fragments in [13],
[14]. Advantages of this approach include high identification
performance, text-independence, and automatic adaptation to
the script used [2], [15].

The grapheme codebook method is an instance of the bag-
of-words strategy for general image matching [16]. A major
advantage of this specialisation is a natural and meaningful
image segmentation which takes into account the writing
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Figure 1. Sample image from the medieval scribes dataset

structure. The typical segmentation method used assumes a
binary input image (black text on a white background), and
breaks cursive writing heuristically on the vertical minima of
the ink trace. This method was originally given in [17] for
Optical Character Recognition and aims to produce the most
character-like segments possible, but this occurs at the expense
of breaking up the joins between them. Ghiasi and Safabakhsh
observe that these joins, or ligatures, between characters
contain writer-specific information which can be lost using
standard segmentation. They propose an alternate method that
combines different sizes of fixed-width segmentation, with
good results [15].

After segmentation, graphemes can be represented as con-
tours or bitmaps, with little impact on the algorithm perform-
ance [18]. Using bitmaps, the grapheme images are usually
normalised in size to a uniform 50 x 50 pixels, preserving
the aspect ratio. However, Schlapbach and Bunke find that
some types of text size normalisation reduce identification
accuracy [19]. Fornes et al. find that fixed-ratio normalisation
in musical notation consistently gives a higher identification
accuracy than normalisation that preserves aspect-ratio [20].
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These results suggest that the typical approach to grapheme
extraction may not always be optimal. This work therefore
tests alternative methods for the two main aspects of graph-
eme extraction: segmentation from the cursive ink trace, and
size normalisation for grapheme similarity matching. The
identification accuracy of the codebook method with these
modifications is tested on both a clean benchmark dataset
(IAM) and a noisy historical dataset. This allows us to compare
whether realistic data responds to these modifications in the
same way as a benchmark dataset.

Two grapheme size normalisation methods are tested:
square-ratio and aspect-ratio. The square-ratio method scales
all graphemes to fill a 50 x 50 pixel square, while aspect-
ratio scales by only the largest dimension, preserving the
original height:width ratio of the grapheme. We also propose
a variable-width segmentation method that complements the
minima-split approach by preserving ligatures, and compare
them against each other and the combination of both.

The following section describes the datasets used, the gen-
eral grapheme codebook process, and the particular imple-
mentations and methodology used in these experiments.

II. METHOD AND DATA

The grapheme codebook method first splits the ink trace of
an image into approximately character-level fragments, using
some segmentation method. These fragments are called graph-
emes, and can be stored as either bitmap images or contour
representations without loss of performance [18]. A reference
set of graphemes is produced by selecting a subset of these
— the codebook. Selection can be by Kohonen Self-organising
Map [11], k-means clustering [18], or random selection [3];
overall identification accuracy is essentially independent of
selection method [3].

The features for each image are formed by measuring the
similarity of each of its graphemes to each of the codebook
graphemes, and binning it against the closest match. The
resulting probability distribution is the sample’s feature vector;
codebook size determines the dimensionality.

The work in this paper considers the initial process of
segmenting and storing the graphemes, and the effect that this
has on classification accuracy. In these experiments, codebook
sizes of 50, 100, 150, 200, 250, and 500 were chosen for each
experiment, as the results in [2] suggest performance peaks at
codebooks of around 100 - 400.

Codebook graphemes were selected randomly from the total
pool of graphemes generated for a dataset for the given
normalisation/segmentation method combination. Grapheme
similarity is measured using simple pixel-wise image correla-
tion to generate the feature vectors and the Euclidean-distance
nearest-neighbour algorithm is used for classification, which
is performed on a leave-one-out basis.

Each experiment was run eight times, with a new set of
random codebooks generated for each run, and the mean and
standard error of the Top-1 classification accuracy are reported
(plotted in Figures 3, 5, 7 and 8).
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Figure 2. Sample IAM dataset text lines from [21]

To see how the proposed methods respond to varying
sample size and noise levels, all experiments are run on two
datasets (total 384 runs). The first is an IAM dataset of the
93 writers made available from the 100-writer identification
set [22]. The images are greyscale, containing a single line
of text segmented from a copied varied-text paragraph. Image
noise is virtually non-existent — standardised recording forms
were used, scans are uniform and high-quality, and text lines
are cleanly separated, making it an excellent baseline for
comparison (Figure 2). The IAM images were processed whole
and binarised at a constant threshold using the ImageMagick
library'.

The second is a historical dataset containing approximately
400 full- and part-page images from Middle-English manu-
scripts, written by 43 scribes. There are between one and 52
images attributed to each scribe; identification of each image
was provided by University of York Professor of Medieval
English Palacography, Linne Mooney. The dataset is very ir-
regular, and image noise levels are high. The ink trace is often
broken and faded, text lines can be curved or overlapping,
and usually both ink and background vary in colour due to
ageing or staining (Figure 1). Even where the document is
well-preserved, the script within a page can change size, layout
and font. The images also vary in size and resolution, from
archival quality to samples from a handheld digital camera. In
contrast to the IAM set, the medieval dataset is representative
of the problems encountered in analysing real-world historical
datasets, and required a greater level of processing. Selection
and binarisation of the text areas was carried out manually on
a per-image basis, with some images requiring additional noise
removal. Where necessary, the binarised image was median-
filtered to reduce holes in the ink trace. Unfortunately in some
cases the original images are low-resolution, leading to some
graphemes that are unavoidably jagged.

The remaining sections of this paper describe each experi-

Uhttp://www.imagemagick.org/script/index.php



method on the IAM dataset
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Figure 3. Normalisation results on the IAM dataset

ment and its results in some detail, before concluding.

III. NORMALISATION

Normalisation methods are specific to the representation
of the graphemes, and are essential to allow comparison
between writings which vary in size. This experiment con-
siders two possible size normalisation options for grapheme
bitmaps: fitting either a single dimension, or both dimensions,
to 50 pixels. Figure 4 illustrates the horizontal (columns 1
& 2) and vertical (columns 3 & 4) stretching effect that
square normalisation has over the natural aspect ratio of four
graphemes from a medieval manuscript image. Preserving
the aspect-ratio by scaling in only one dimension retains
ratio information that may be writer-characteristic, and (by
inspection) appears to be the de facto standard for bitmap
normalisation in grapheme codebook experiments [23], [3].
However, some forms of constant scaling in both dimensions
has been shown to be beneficial to the writer identification
rate, e.g. increasing classification accuracy from 76% to 97%
in [19], and providing the best results across all three feature
extraction options in [20].

In this experiment, the standard minima segmentation was
used to generate two sets of graphemes for each of the
scribes and IAM datasets, one aspect-scaled and the other
square-scaled. As described in Section II, reference codebooks
were generated for each run by randomly drawing from the

Figure 4. Comparison of graphemes produced by the ratio (top) and square
(bottom) grapheme size normalisation methods
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Figure 5. Normalisation results on the medieval dataset

graphemes generated from the relevant dataset/normalisation
combination only. The feature vector generation and classific-
ation was identical across experiments in all other respects.
Results: Figures 3 and 5 show the variation in Top-1
classification accuracy on each dataset, with error bars of
+/- 1 standard error (plotted with some horizontal jitter for
clarity). The normalisation experiments on the IAM dataset
clearly show that aspect-ratio preservation performs better
than fixed-dimension scaling. It produces a highly significant
improvement in identification accuracy of 5-6 percentage-
points, a substantial effect size equivalent to a boost of 7-11%
over the square-scaled accuracy . This effect is fairly constant
across all codebook sizes, and confirms that aspect-ratio in
freehand Latin scripts carries writer-specific information.

On the medieval scribes dataset, the results are more incon-
clusive, but suggest that the square normalisation may offer a
small (1-2 percentage-point) boost, i.e. aspect-ratio does not
carry writer-specific information in this dataset. The reason for
this may be that aspect-ratio in character formation is font-
specific, rather than directly writer-specific.

Scribes did not typically write in a personal freehand style,
but adopted fonts appropriate to the manuscript. These fonts
are typical of particular periods and geographic areas, and have
a largely fixed aspect-ratio. This implies that aspect is likely
to be more strongly correlated with font than with writer in
the scribes dataset, as it is limited to scripts produced during
the medieval period in England.

The difference in baseline classification accuracy between
the datasets is due to the differences in sample size: the scribes
dataset images contain up to a page of text (an average of
approximately 1000 graphemes), whereas the IAM dataset
consists of text-line samples of around 35 graphemes.

Following these results, aspect-ratio normalisation was
chosen for the segmentation experiments, as it gives the best
overall performance across datasets.

IV. SEGMENTATION

The second experiment compares segmentation heuristics,
which determine how the cursive ink trace is split into usable



fragments. The standard method to this point aims to approx-
imately divide it into characters, but as we are concerned only
with the shape distributions generated by the writer and not
the semantic content of the text, this is not a requirement.

In this experiment, the minima method is compared with its
complement, which breaks in the centre of characters wherever
possible in order to preserve the ligatures instead. Figure 6
shows the difference in splitting points on a connected section
of ink trace for each of these methods.

The minima method has been implemented by inserting a
vertical break through the minimum inflection points on the
lower contour of the ink trace, if it additionally holds that:

o The ink trace height at that point is approximately one
stroke-width

o The segmentation will produce a grapheme with a sens-
ible minimum width (set at 5 pixels)

The stroke-width is estimated automatically per-document
from the vertical and horizontal run-length distributions.

The assumption implicit in the minima splitting method is
that the character body contains the writer-specific informa-
tion. An alternative hypothesis is that the between-character
ligatures contain writer-specific information, and should be
preserved.

The implementation of the ligature method initially employs
the same minima detection process, but splits instead at
the midpoint between adjacent minima (and the connected-
component boundaries where necessary). A notable effect of
this process is that graphemes are no longer guaranteed to be
connected-components themselves.

As these segmentation techniques are complementary, their
combination is also tested. To do this, each image in the dataset
is represented by the union of the bags of graphemes output
by both methods: the raw image data is essentially duplicated,
but each copy emphasises a different characteristic. Graphemes
identical under both methods are included only once to avoid
skewing the feature vector distributions in favour of single
characters and small connected-components.

This method distinguishes between the cases where the
two splitting methods produce redundant or complementary
information: if there is an exact overlap in the information
provided, the classification accuracy of the combination should
approximately equal whichever single method (minima or
ligature) is best. If the two methods are extracting different
information, combining should give a classification accuracy

Figure 6. Comparison of splitting points produced by the minima (bold/blue
line) and ligature (light/red line) segmentation methods
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Figure 7. Segmentation results on the IAM dataset
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Figure 8. Segmentation results on the medieval dataset

greater than either method individually.

Results: As before, Figures 7 and 8 show the Top-1
classification accuracy on each dataset, with error bars of +/- 1
standard error (plotted with some horizontal jitter for clarity).
The segmentation results show that graphemes constructed
preserving character ligatures do provide substantial writer-
specific information, but the minima segmentation method
performs significantly better on both datasets. Again, this
result is much less clear on the scribes dataset due to noise
effects.

On the IAM dataset, combining the output of both methods
gives a significant performance boost, suggesting that the
writer information extracted from character body and ligatures
is independent to some degree. Identification accuracy for the
combined methods increases by 5-6 percentage-points over
the minima-segmentation method, and by 12-13 percentage-
points over the ligature method. This reflects a substantial
proportional accuracy increase of 12% and 25% respectively.

On the scribes dataset, the minima-split method signific-
antly increases accuracy by 3—4 percentage-points, or 5-7%
compared to the ligature method. This confirms that the body
of the character preserves more writer-specific information



than a focus on the between-character ligatures. However in
contrast to the IJAM dataset, the combined method does not
perform significantly differently to the best single-strategy
approach. This may be due to the much larger number of
graphemes already available per-image, as well as a greater
natural variability in results.

V. CONCLUSIONS

This work has examined bitmap normalisation and segment-
ation methods for grapheme codebooks on two very different
datasets. Preserving the aspect-ratio of freehand text was
found to significantly improve classification accuracy by 7-
11% compared to a grapheme size normalisation that discards
this information. These results suggest that at the grapheme
level, aspect ratio is a writer-specific feature in contemporary
freehand writing. However, likely due to the geographic and
period influences of font on historical manuscripts, this does
not necessarily hold true of historical data: there is at best no
increase in performance from aspect-ratio preservation.

In grapheme segmentation for both datasets, preserving
solely the character body provides significantly more writer-
specific information than preserving solely the between-
character ligatures. This effect is greatest on the IAM dataset,
with a performance difference of approximately 10%, com-
pared to a difference of approximately 6% for the historical
data. Combining multiple splitting methods produces a signi-
ficant boost in accuracy on the small, clean IAM samples, but
the high image noise levels typical of historical datasets may
offset any practical gain.

Overall, the standard minima segmentation and aspect-ratio
normalisation methods appear to perform well on clean bench-
mark datasets, but an improvement in identification accuracy
can be made for small image samples by combining multiple
segmentation methods. However on noisy historical data,
the standard aspect-ratio normalisation may have a negative
impact, and combining segmentation methods offers no im-
provement. We conclude that extraction methods appropriate
for modern freehand benchmark datasets may not be optimal
when applied directly to the increasing numbers of historical
datasets in this area.

Future work will include examining the effects of varying
sample sizes when combining segmentation methods.
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