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Abstract—This paper describes effective object function design 
for combining on-line and off-line character recognizers for 
on-line handwritten Japanese text recognition.  We combine 
on-line and off-line recognizers using a linear or nonlinear 
function with weighting parameters optimized by the MCE 
criterion. We apply a k-means method to cluster the 
parameters of all character categories into groups so that the 
categories belonging to the same group have the same weight 
parameters. Moreover, we apply a genetic algorithm to 
estimate super parameters such as the number of clusters, 
initial learning rate and maximum learning times as well as the 
sigmoid function parameter for MCE optimization. 
Experimental results on horizontal text lines extracted from 
the TUAT Kondate database demonstrate the superiority of 
our method. 

Keywords-Classifier combination; On-line recognition; string 
recognition; Character rcognition 

I.  INTRODUCTION 
Handwritten character pattern recognition methods are 

generally divided into two types of approaches. One is on-
line recognition and another is off-line recognition [1]. The 
on-line method regards each character pattern as a temporal 
feature sequence of pen movements. On the other hand, the 
off-line method regards it as a two dimensional image. The 
on-line method is very sensitive to stroke order variations 
while it is robust against character shape variations. On the 
other hand, the off-line method is robust against the stroke 
order variations, but it is very weak to character shape 
variations. Since off-line features are easily extracted from 
an on-line handwritten pattern by discarding temporal and 
structural information, we can apply the off-line method and 
thus complement the weakness of the on-line method. By 
combining the on-line method with the off-line method, the 
recognition accuracy is improved since they compensate 
their disadvantages reciprocally. 

How to combine different classifiers is an important 
problem in multiple classifier approaches.  In Japanese 
character recognition, Oda et al. improved recognition 
performance by combining on-line and off-line recognizers 
using probabilistic tables to normalize the combination 
scores [2]. The combination method by probabilistic tables is 
a generative method, and applying a discriminative method 
such as the minimum classification error (MCE) criterion 

and neural network to estimate and to optimize the 
combination may bring higher performance.  

Liu investigated the effects of confidence transformation 
in combining multiple classifiers using various combination 
rules [3]. Kermorvant et al. constructed a neural network to 
combine the top rank candidates of three word recognizers 
[4]. The two works used the discriminative methods to 
estimate the combination parameters. However, when 
optimizing the parameters the previous works always only 
considered the character/word recognition performance, and 
did not consider the string recognition performance. In fact,  
real applications usually employ the string recognition rather 
than the character recognition. The character recognition is a 
part of the string recognition. Therefore, when we create a 
character recognizer, we have to consider the string 
recognition performance as done in [5][6]. The methods that 
only guarantee the character recognition accuracy do not 
necessarily bring well string recognition performance. They 
cannot even be applied for string recognition. In this paper, 
the word “string” denotes on-line handwritten text composed 
of a sequence of characters. It is also called digital ink. 

On the other hand, we have to point out that introducing 
more parameters for a discriminative method dose not bring 
higher performance, since we have only a limited amount of 
samples for training. However, previous works tended to 
introduce too many parameters for a discriminative method. 
To introduce an effective set of parameters, we apply a k-
means method to cluster the parameters of all character 
categories into groups, and for categories belonging to the 
same group we introduce the same weight parameters. We 
consider three types of functions with a different number of 
parameters, investigate how to construct the function and 
how to introduce effective parameters for discriminative 
methods under the condition of a limited amount of samples 
for classifier training. 

In this paper, we apply a discriminative method MCE to 
optimize the parameters for combination of on-line and off-
line recognizers with a linear or nonlinear function. We 
design the objective functions of parameter optimization so 
as to optimize the string performance. Moreover, we employ 
a genetic algorithm (GA) to estimate super parameters such 
as the number of clusters, initial learning rate and maximum 
learning times as well as the sigmoid function parameter for 
MCE optimization. Experimental results on horizontal text 
lines extracted from the TUAT Kondate database 
demonstrate the superiority of our method. 
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The rest of this paper is organized as follows: Section 2 
presents an overview of our on-line handwritten text 
recognition system. Section 3 describes objective function 
design and introducing the combination parameters. 
Section 4 describes parameter optimization. Section 5 
presents the experimental results, and Section 6 draws  
conclusion. 

II. RECOGNITION SYSTEM OVERVIEW 
We process each on-line handwritten string pattern as 

follows: 
(1) Candidate lattice construction.  
Strokes in a string are grouped into blocks (primitive 

segments) according to the features such as off-stroke (pen 
lift between two adjacent strokes) distance and overlap of 
bounding boxes of adjacent strokes. Each primitive segment 
is assumed to be a character or a part of a character. An off-
stroke between adjacent blocks is called a candidate 
segmentation point, which can be a true segmentation point 
(SP) or a non-segmentation point (NSP). One or more 
consecutive primitive segments form a candidate character 
pattern. The combination of all candidate patterns is 
represented by a candidate lattice. 

(2) Character pattern recognition. 
For an input pattern, for accelerating on-line and off-line 

recognitions, we first select 40 top rank candidate classes 
according to the Euclidean distance to class means using a 
two layers Euclidean distance coarse classifier. The 
accumulated accuracy of top 40 candidate classes is mostly 
over 99.9%. After coarse classification, we apply an on-line 
recognizer and an off-line recognizer to recognize the input 
pattern, and obtain two sets of character candidate classes 
from on-line and off-line recognizers. Each candidate class 
of each set has a corresponding on-line or off-line 
recognition score. We combine the two sets of candidate 
classes considering their recognition scores to output a set of 
candidate classes to save them into the candidate lattice. 

For the on-line recognizer, we extract feature points 
along the pen-tip trace from pen-down to pen-up.  We 
employ the coordinates of feature points as unary features 
and the differences in coordinates between the neighboring 
feature points as binary features. Then we use a MRF model 
to match the feature points with the states of each character 
class of candidates and obtain a similarity for each character 
class. We then select the top character classes with the 
largest similarities as the output candidates of the fine 
classifier [7]. 

For the off-line recognizer, from an on-line character 
patterns (a sequence of stroke coordinates) we extract 
directional features: histograms of normalized stroke 
direction [8]. For coordinate normalization we apply pseudo 
2D bi-moment normalization (P2DBMN) [9]. The local 
stroke direction is decomposed into 8 directions and from the 
feature map of each direction, 8x8 values are extracted by 
Gaussian blurring so that the dimensionality of feature 
vectors is 512. To improve the Gaussianity of feature 
distribution, each value of the 512 features is transformed by 
the Box-Cox transformation (also called variable 
transformation). The input feature vector is reduced from 

512D to nD by Fisher linear discriminant analysis (FLDA) 
[10]. Then we use the nD feature vectors to create a modified 
quadratic discriminant function (MQDF) recognizer [11] as 
follows:  
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where μi is the mean vector of class ωi, λij (j = 1, …, k) are 
the largest eigenvalues of the covariance matrix and φij are 
the corresponding eigenvectors, k denotes the number of 
principal axes and δ is a modified eigenvector which is set as 
a constant. The value of δ can be optimized on the training 
data set, however for a convenience we simply set it as 
γλaverage  where λaverage is the average of λij (i,j = 1, …, n) for 
all features of all classes and γ is a constant that is larger than 
0 and smaller than 1. 

According to the previous works [8, 12], the best off-line 
recognition performance is obtained when n is about 160 and 
k is about 50 for the off-line MQDF recognizer. When 
combining on-line and off-line recognizers and then 
combining them with linguistic context and geometric 
features for the string recognition, however, we have found 
the best combination performance is obtained when n is 
about 90 and k is about 10 for the off-line MQDF recognizer. 
Therefore, we take n as 90 and k as 10, respectively. 

(3) Search and recognition. 
We apply the beam search strategy to search the 

candidate lattice. When searching the paths are evaluated 
according to the path evaluation criterion proposed in [13] 
that combines the scores of character recognition, linguistic 
context and geometric features (character pattern sizes, inner 
gaps, single-character positions, pair-character positions, 
candidate segmentation points) with the weighting 
parameters estimated by the genetic algorithm. This method 
selects an optimal path as recognition result. 

Denote X = x1…xm as successive candidate character 
patterns of one path, and every candidate character pattern xi 
is assigned candidate class Ci. Then f(X,C) is the score of the 
path (X,C) where C = C1…Cm. The path evaluation criterion 
is expressed as: 
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where Ph, h=1,…,6, stand for the probabilities of  P(Ci|Ci-2Ci-

1), P(bi|Ci), P(qi|Ci), P(pu
i|Ci),  P(xi|Ci) and P(pb

i|Ci-1Ci), 
respectively. bi, qi, pu

i and pb
i are the feature vectors for 

character pattern sizes, inner gaps, single-character positions 
and pair-character positions, respectively. gi is the between-
segment gap feature vector. P(Ci|Ci-2,Ci-1) is the tri-gram 
probability. ki is the number of primitive segments contained 
in the candidate character pattern xi. λh1, λh2 (h=1~7) and λ 
are the weighting parameters. P(xi|Ci) is estimated by the 
combination score of the on-line and off-line recognizers. 
We can also divide it into two parts P(xon

i|Ci), P(xoff
i|Ci) 

where xon
i denotes the on-line features of xi, xoff

i denotes the 
off-line features of xi, P(xon

i|Ci) is estimated by the score of 
the on-line recognizer and P(xoff

i|Ci) is estimated by the score 
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of the off-line recognizer. The path evaluation criterion is 
changed as: 
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where Ph, h=1,…,7, stand for the probabilities of  P(Ci|Ci-2Ci-

1), P(bi|Ci), P(qi|Ci), P(pu
i|Ci),  P(xon

i|Ci),  P(xoff
i|Ci) and 

P(pb
i|Ci-1Ci), respectively. λh1, λh2 (h=1~8) and λ are the 

weighting parameters. By the path evaluation criterion we re-
estimate the combination of the on-line and off-line 
recognizers. 

III. OBJECTIVE FUNCTION DESIGN AND COMBINATION 
PARAMETERS 

A. Preliminary Investigation 
We made a preliminary investigation before designing 

the objective functions.  We can combine the on-line and off-
line scores by a linear function as follows: 

Scorekj
comb = w1Scorekj

on + w2Scorekj
off                               (4) 

where Scorekj
comb, Scorekj

on and Scorekj
off stand for the 

combination score, the on-line recognition score and the off-
line recognition score between the character pattern xk 
(k=1~P, P is the number of patterns) and the  character class 
Cj (j=1~Q, Q is the number of the character classes) , 
respectively. These scores indicate the similarities between xk 
and Cj. exp(αScorekj

comb) is proportional to the joint 
probability P(xk,Cj) that is explained in detail in the next 
Section so that logP(xk|Cj) is estimated by 
αScorekj

comb+logP(Cj)-logβ where β is a constant. w1 and w2 
are the weighting parameters for combination, and they can 
be class-independent or class-dependent. When they are 
class-independent, all character classes share the same pair 
of w1 and w2.  When they are class-dependent, each character 
class has a pair of w1 and w2, and the number of the pairs of 
parameters is equal to the number of the character classes.  

We can apply the MCE criterion [14] optimized by 
stochastic gradient descent [15] to find the optimal 
parameter vector w = {w1, w2} by minimizing the following 
difference between the score of the most confusing 
character class and that of the correct one: 
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where α is a super parameter for the sigmoid function. 
We trained the on-line and off-line character recognizers, 

the weighting parameters for combination and geometric 
scoring functions using a Japanese online handwriting 
database Nakayosi [16]. For scoring linguistic context, we 
prepared a tri-gram table from the year 1993 volume of the 
ASAHI newspaper and the year 2002 volume of the NIKKEI 
newspaper. For training the weight parameters and 
evaluating the performance of character string recognition, 
we extracted horizontally written text lines from the database 
Kondate which were collected from 100 people. We used 75 
persons’ text lines for training the SVM classifier for the 

candidate segmentation point probability and the weighting 
parameters of path evaluation. The performance test for the 
character recognizers used an on-line Japanese handwriting 
database called Kuchibue [16] and that for the string 
recognizer used the text lines of the remaining 25 persons of 
Kondate. For the string recognizer, the candidate lattice 
retains 20 candidate classes for each character pattern. Table 
1 and Table 2 show the details of the databases. The 
experiments were implemented on an Intel(R) Xeon(R) CPU 
W5590 @ 3.36 GHz 3.36 GHz (2 processers) with 12 GB 
memory. 

TABLE I.  STATISTICS OF CHARACTER PATTERN DATABASES. 

Nakayosi_t Kuchibue_d
#writers 163 120

#characters 
/each writer 

Total 11,962 10,403
Kanji/Kana/

Symbol/alpha numerals 
5,643/5,068/

1,085/166
5,799/3,723/

816/65
#character 
categories 
/each writer 

Total 3,356 4,438
Kanji/Kana/

Symbol/alpha numerals 
2976/169/

146/62
4058/169
149/62

#average 
category 

characters 

Total 3.6 2.3
Kanji/Kana/

Symbol/alpha numerals 
1.9/30.0/

7.4/2.7
1.4/22.0

5.5/1.0 

TABLE II.  STATISTICS OF TRAINING/TEST TEXT LINES OF KONDATE. 

 #Text
lines

#Character 
patterns 

#Character
classes 

#Characters
per line

Training 10, 174 104, 093 1, 106 10.23
Testing 3, 511 35, 686 790  16.89 

Table 3 shows the results where Rc_training is the 
character recognition rate of training data after applying the 
on-line and off-line combined recognition, Rc_testing is the 
character recognition rate of testing data after applying the 
combined recognition, Rs_e1 is the character recognition rate 
of testing data after applying the string recognition that uses 
the path evaluation criterion as shown in (2), and Rs_e2 is 
the character recognition rate of testing data after applying 
the string recognition that uses the path evaluation criterion 
as shown in (3). The character recognition rate of testing data 
for the on-line recognizer is 88.66%, and that for the off-line 
recognizer is 89.21%. 

TABLE III.  COMPARISON OF CLASS-INDEPENDENT AND CLASS- 
DEPENDENT WEIGHTING PARAMETERS 

Method
Performance

Class-independent Class-dependent

Rc_training(%) 93.85 96.48
Rc_testing(%) 92.00 94.45

Rs_e1(%) 92.10 90.09
Rs_e2(%) 92.93 92.92 

From the results, we can see that for the class-dependent 
weighting parameters the character recognition rates after 
applying the combination recognition are remarkably higher, 
but those after applying the string recognition are lower 
compared with the class-independent weighting parameters. 
The optimization method for the combination weighting 
parameters by MCE as shown in Eq. (5) is to optimize the 
performance of the combined recognizer. Therefore, taking 
personal weighting parameters for each character class 
causes the performance of the character classes with a larger 
number of the training character patterns to have priority, 
and it lets the combined recognizer to have high recognition 
rate. However, it causes low performance of the character 
classes with small number of the training character patterns 
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and even adding the considerations for the scores of 
linguistic context and geometric features at the string 
recognition step cannot save the failures for the character 
classes with the result of low recognition rate for the string 
recognition. We can also see that the path evaluation 
criterion in (3) that re-estimates the combination of on-line 
and off-line recognitions has brought better recognition 
accuracies. 

B. Objective Function 
According to the multinomial logistic regression model, 

the posterior probability of a character class Cj is given by: 

.
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Then, we can obtain the relation: 
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Therefore, to minimize the MCE criterion is equal to 
maximize the posterior probability of the character class. The 
estimated exp(αScorekj

comb) is proportional to the joint 
probability P(xk,Cj): exp(αScorekj

comb) = βP(xk,Cj). However, 
to maximize the posterior probability of the character class 
can only realize high performance of the character 
recognition, it cannot obtain high performance of the string 
recognition. That is the reason why the class-dependent 
weighting parameters has brought higher the character 
recognition rates of the combined recognition, but has 
brought lower the character recognition rates of the string 
recognition. To realize high performance of the string 
recognition it is necessary to maximize the posterior 
probability of the string class P(C|X). The path evaluation 
criterion in (2) is to maximize P(C|X) where we need to 
select a set of candidate classes with P(xk|Cj) as larger as 
possible to retain  them in the candidate lattice for each 
character pattern. The MCE criterion as shown in (5) is for 
maximizing the posterior probability P(Cj|xk). Therefore, we 
modify it as follows: 

Using the Basian law: 

)(
)()|(

)|(
j

kkj
jk CP

xPxCP
CxP =

                                    (9) 

We assume P(xk) is a constant for all character patterns, 
then: 
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where ρ is a constant. From (10), maximizing P(xk|Cj) is 
equal to maximizing P(Cj|xk)/P(Cj). From (8) we obtain: 
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Since P(Cj) is not changed when optimizing the weight 
parameters w, minimizing LMCE(w,xk,Cj)/P(Cj) is equal to 
maximizing P(Cj|xk)/P(Cj). Therefore, we set a new MCE 
criterion as follows: 

)(
))σ(max(),,(1

j
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jkMCE CP
ScoreScoreCxL −=w

             (12) 

The new MCE criterion is for maximizing the conditional 
probability P(xk|Cj) so as to maximize P(C|X) and to 
optimize the string performance. 

For the path evaluation criterion as shown in (3), it re-
estimates the combination of on-line and off-line 
recognitions and does not use the combination scores 
Scorekj

comb estimated by MCE, we only use Scorekj
comb to 

select a set of candidate classes to retain them in the 
candidate lattice for each character pattern. Therefore, we 
consider another MCE criterion to select a set of candidate 
classes with candidate correct rate as higher as possible that 
will bring high performance of string recognition as follows: 
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C. Combination parameters 
From the result as shown in Table 3, we can see that 

introducing more parameters will brings lower performance, 
because we have only a limited amount of samples for 
training. We consider the estimated each pair of class-
dependent parameters for each character class reflects the 
attribute of the character class. Therefore, we apply a k-
means method to cluster the pairs of class-dependent 
parameters of all character classes into G groups, and for the 
classes belonging to the same group we employ the same 
parameters. We expect the problem of the limited samples 
for training can be solved by it. 

We also investigate a nonlinear function to combine the 
on-line and off-line scores as follows: 
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where nmu is the number of middle layer units, wμ1, wμ2, bμ, 
and cμ are the weighting parameters for combination, and ω 
is a super parameter for the sigmoid function. 

IV. PARAMETER OPTIMIZATION 
We apply a MCE criterion as shown in (5) or (12) or (13) 

to learn the weighting parameters. We use the stochastic 
gradient descent to find the optimal parameter vector. Before 
learning the on-line and off-line scores are normalized by 
their means and variances. The weighting parameters are 
initialized with random values, and then they are changed to 
the direction that will reduce the MCE criterion on all 
training patterns. For the learning rate η, we initialize it as a 
large value ε, and update it at each iteration t as follows: 
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If t > T (the maximum learning times) the learning is 
stopped. 

For the super parameters of the number of clusters G, the 
sigmoid function parameters α and ω, the initial learning rate 
ε and the maximum learning times T, we use a genetic 
algorithm to optimize them. We treat each one of {G, α, ω, ε, 
T} as an element of a chromosome. Each chromosome has 5 
elements. At the step of the fitness evaluation of GA, firstly 
we use the k-means method to cluster the class-dependent 
parameters into G groups, and for the classes belonging to 
the same group we introduce the same parameters, secondly, 
we apply α, ω, ε, T to learn the weighting parameters by 
MCE to obtain a smallest MCE criterion Lmin

MCE, and set 1- 
Lmin

MCE as the fitness of each chromosome {G, α, ω, ε, T}. 

V. EXPERIMENTS 
We compared the performance of the three objective 

functions: LMCE as shown in (5), L1
MCE as shown in (12), 

L2
MCE as shown in (13), and the three combination functions: 

linear function as shown in (4), nonlinear function with 
nmu=2 and that with nmu=3 as shown in (14). The training and 
testing data as well as the environment of the experiments 
(CPU and memory size) are the same as the experiments for 
the preliminary investigation described in Section III. Table 
4 shows the results where the character recognition rates 
highlighted by underlines represent the candidate correct rate 
in the top 20 rank candidate classes, and the numbers 
enclosed in square brackets are the numbers of clusters G. 

TABLE IV.  COMPARISON OF OBJECTIVE FUNCTIONS AND 
COMBINATION FUNCTIONS. 

Method 
Performance LMCE L1MCE L2MCE 

linear 
[G] Rc_training(%) [1364] 96.60 [3] 93.76 [772] 98.91

Rc_testing(%) 94.43 91.52 99.27
Rs_e1(%) 89.60 92.29 90.86
Rs_e2(%) 92.93 92.93 92.99

Nonlinear 
nmu=2 

[G]  Rc_training(%) [2816] 96.00  [5] 93.70 [1665] 98.91
Rc_testing(%) 93.88 91.40 99.29

Rs_e1(%) 90.13 92.00 91.78
Rs_e2(%) 92.93 92.93 92.96

Nonlinear 
nmu=3 

[G] Rc_training(%)  [1535] 95.93  [7] 93.45 [1500] 98.91
Rc_testing(%) 93.68 91.13 99.27

Rs_e1(%) 90.73 92.19 91.55
Rs_e2(%) 92.93 92.93 92.97

From the results, we can see that L1
MCE achieves the best 

recognition rate for the path evaluation criterion as shown in 
(2), the path evaluation criterion in (3) that re-estimates the 
combination of the on-line and off-line recognitions brings 
about better recognition accuracies. L2

MCE  realizes the best 
recognition rate for the path evaluation criterion as shown in 
(3) because it maximizes the candidate correct rate in the top 
20 rank candidate classes. The linear functions bring about 
better performances. 

VI. CONCLUSION 
This paper designed three objective functions and three 

functions for combining on-line and off-line character 
recognizers by the MCE criterion for on-line handwritten 

Japanese text recognition. We have shown the objective 
functions to optimize the string recognition performance 
bring better performance compared to that to optimize the 
character recognition performance. We have also shown 
introducing too many parameters for a discriminative method 
will bring lower performance because we have only a limited 
amount of samples for classifier training. 
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