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Abstract —  Automatic optical character recognition is an 
important research area in document processing. There 
are several commercial tools for such purpose, which are 
becoming more efficient every day. There is still a lot to 
be improved, in the case of historical documents, 
however, due to the presence of noise and degradation. 
This paper presents a new approach for enhancing the 
character recognition in degraded historical documents. 
The system proposed consists in identifying regions in 
which there is information loss due to physical document 
degradation and process the document with possible 
candidates for the correct text transcription.  
 
Keywords — historical documents, OCR, character 
recognition, physical noises. 

 
1. Introduction 
 

There is today a huge quantity of paper legated 
historical documents. Such documents, accumulated 
over the centuries, contain important information that 
is the memory of mankind. Most of those documents 
were not digitized yet, thus the access to them is 
limited to very few specialists in libraries or museums. 
There is a wide effort throughout the world in making 
historical documents [4], books, and even conference 
proceedings [2] available in the world-wide-web. Such 
effort is only possible using automatic processing for 
image enhancement and transcription. The OCR 
systems available today do not yield satisfactory 
results for historical documents, as they are very 
sensitive to a wide range of noises [1]. The taxonomy 
for noises in paper documents proposed in reference 
[3], asserts that in historical documents there is a 
prevalence of physical noises originated either by the 
natural paper degradation in unsuitable storage 
conditions. Historical documents often exhibit back-to-
front interference [4] (also known as bleeding  or 
show-through [9]), paper aging, washed-out ink, 
folding marks, stains, and torn-off parts, as one may 
observe in the document shown in Figure 1, a hand 
written letter from Joaquim Nabuco, a Brazilian 
statesman, writer, and diplomat, one of the key figures 

in the campaign for freeing black slaves in Brazil 
(b.1861-d.1910), kept by the Joaquim Nabuco 
Foundation [18] a social science research institute in 
Recife, Brazil. 

Figure 1. Historical document from  
Joaquim Nabuco´s bequest 

 
If a document has the physical noises one finds in the 
document of Figure 1, one stands very little chances of 
having any success in automatic image-into-text 
transcription with any commercial system today 
[6][7][8]. The idea of the system proposed here is to 
look for torn-off regions or holes and try to “complete” 
such areas with possible images in such a way as to 
maximize the probability of the correct transcription of 
the word as a whole. This way, instead of performing 
character-to-character recognition as used in 
conventional OCR tools, the system proposed here 
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infers a set of possible words and chooses the one with 
the highest probability to occur. Incomplete words in 
holes or torn off areas are completed taking into 
account the parts left of characters completing them 
with characters that may possibly “fit” the remaining 
parts. The OCR drives the choice of the most suitable 
part to fill in the holes. The choice of the most 
probable word may be helped by using a dictionary of 
terms already recognized in the document or in the file 
as a whole. 
The structure of this paper is as follows. Section 2 
describes the pre-processing stages of historical 
document handling. Section 3 presents the automatic 
image into text transcription system. Section 4 
discusses the results obtained and draws lines for 
future work. 
  
2. Image Pre-processing 
 

 
The direct application of OCR to noisy images of 
documents tends to yield poor quality transcription [1]. 
Thus, to enhance the quality of the images of historical 
documents for transcription the pre-processing scheme 
presented in Figure 2 is applied.  

Figure 2. Pre-processing scheme 
 
The pre-processing scheme presented in Figure 2 
encompasses four modules. The first module performs 
“Noise Classification” it analyses the document and a 
neural classifier similar to the one described in 
reference [5], but specially tailored for historical 
documents detects which noises are present in a 
document. Besides that, the “intensity” of the back-to-
front interference (also known as bleeding or show-
trough) is measure. Determining the intensity of the 
back-to-front interference is an important step for the 
adequate filtering out of such noise in the second 
module, the “Filter Database”. The third module, the 
“Image Segmentation” is responsible for segmenting 
the document in lines of text, and those, at their turn, 
into characters. The last module of the pre-processing 
scheme performs “Feature Extraction” in which the 
features of the characters spotted in the previous step 
are classified.  
 

2.1 Noise Classification and Filtering 
 
The first pre-processing phase is responsible for the 
automatic generation of “noise maps” that may be 
present in the document image. The noise classifier 
described [5] was tuned and retrained to work with the 
kinds of noises more often found in historical 
documents such as detection of noisy borders, skew, 
incorrect image orientation, blur and back-to-front 
interference. In the case of the last noise the global 
classification is the result of three cascaded classifiers 
that detect the strength of the interference and 
classifies it in “light”, “medium”, and “strong”. In the 
case of “blur” detection, the classifier works in a 
similar fashion to the back-to-front one. Figure 3 
presents sketches the noise classifier “architecture”. 

Figure 3. Noise classifier “architecture” 
 
 
Besides those noises presented in the architecture 
above a new classification feature was added to detect 
the presence of holes and thorn-off regions, such as the 
noises shown in Figure 04.  

Figure 04. Image from Nabuco´s bequest  
with thorn-off regions and holes. 

The new classifier besides making use of the set of 
features presented in reference [5], needs two new ones 
for better classification performance:  

• Mean edge value (sharper edges have higher 
values); 

• Mean image saturation. 
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One hundred images with thorn-off regions and holes 
were used in the tests performed here (10 original and 
90 synthetic images). Besides those images another 
hundred images without such noises were also tested. 
The 200 images were split into blocks totaling 2,053 
“damaged” blocks and 18,000 “perfect” ones. The 
result of block classification appears on Table 1, where 
the entry “Holes” stands for blocks that cover thorn-off 
regions and holes altogether. One may observe that the 
accuracy of the classifier is higher than 98%, which 
may be considered excellent. 

Table 1 –  Confusion Matrix for hole detection. 
Classes Holes No_holes Accuracy 
Holes 2,017 36 98.2% 
No_holes 78 17,922 99.5% 

 
2.3 Segmentation 
 

The character segmentation algorithm is based on the 
one in reference [10], suitably modified to handle 
degraded areas (thorn-off and with holes). The size of 
the characters in a block classified as having a hole 
takes into account the size the surrounding characters 
of the block under observation. Figure 05 top presents 
an example of the direct segmentation and at the 
bottom part the result of segmentation taking into 
account block classification and the size of the 
segmented characters in the surrounding areas.  
 

Figure 05. Character segmentation. (Top) Direct. 
(Bottom) Taking into account block classification. 

 2.3 Feature Extraction 
 

One of the most steps in the development of systems 
for automatic character recognition is the choice of the 
feature set to be compared. Such features should 
attempt to be as disjoint as possible to allow good 
discrimination. The technical literature 
[20][21][22][23] points at several successful feature 
sets for character recognition. The choice in this 
research was for extracting features in specific areas 
(zones) of the image of characters of the Latin alphabet 
(A, B, C..., Z). The set of features selected is generated 
by:  

• Geometric Moments [20][23]; 
• Concavity Measurements [22]; 
• Shape Representation of Profile [21]. 

In this research 26 classes of characters were used, 
each of them with 3,100 character images, from which 
1,500 are from NIST database [17], 100 were 
originated from the set of documents used for testing 
and the remaining 1,500 were obtained by random 
“erasure” of parts of characters. Tests were performed 
using three subsets for training, validation and 
benchmarking, which correspond to: 25%, 25%, and 
50%, of the total, respectively.  
 
3. The Automatic Transcription System 
 

The transcription system presented here is based on 
how the human brain identifies and processes visual 
information. One of the most accepted theories about 
character recognition is that the brain looks only at 
specific parts of [11]. Thus, the literature presents 
several papers which adopt zoning as a classification 
strategy. From the features obtained in each image 
“zone” it is possible to organize meta-classes to 
generate sets of words that may “fit” the degraded 
areas of a document.  
 
3.1 Zoning Mechanism 
 

“Zoning” may be seen as splitting a complex pattern in 
several simpler ones. In the case of degraded texts, the 
concern of this paper, this becomes an important 
discrimination basis amongst classes, as the “real” 
information is limited only to some classes. Some 
researchers propose only the “empirical” zoning 
[11][12][14], in which each character is represented by 
a rectangle Z, that may assume several different 
formats, such as the ones presented in Figure 6. 
Other researchers propose methods of automatic 
zoning [13]. This work adopted the strategy of 
empirical zoning, looking at the best combination of 
zones targeting at obtaining the best meta-class 
formation for the degraded characters. 
 

Figure 6. Z = 2LR, 2UD, 4, 5H, 5V and 6. 
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3.3 The Creation of Meta-classes  
 
Meta-classes are called the “classes o
approach targets at reducing the 
character recognition . In the specific ca
the term meta-class is used to exp
possible words that may be generated fr
characters with information loss. For su
SOM [15] network was trained 
configurations and the Euclidean distan
group and map formation. After the SO
another technique, the treeSOM, is app
best cluster [16]. Such algorithm is a
the choice of randomly chosen thr
interval [0,1] to form different clust
network. The experiments performed in
the following values of threshold: 0.6
and 0.1. Each map of the SOM ne
different cluster and the best amongst 
that minimizes the value of ε in Equati
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between the distances of all elemen
group. The number of groups is m . 
For all tests performed the best SOM n
one that presented a 4x5 mesh co
threshold of 0.3. The clusters formed fr
are presented in Table 02.  
 

Table 02 – The best clusters obtaine
Clusters Meta-c
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5. Experimental Results 
   
The proposed method was tested
historical documents kept by the 
Nabuco [18]. The documents wer
flatbed scanner with 200 dpi. 
transcribed and corrected yielding 
those, 3,814 present physical nois
off parts) that implied in informati
maximum of 70% of the original 
result of the improvement in re
word correction the test documen
with the commercial OCR tool AB
Professional Editor. Figure 8 prese
results obtained. In part (c) of Fi
green the inserted characters, in r
models for substitution and blue is
the document area.  
A quantitative analysis was perfor
improvement in transcription rat
work. The same one hundred
transcribed twice by the tool ABB
Professional Editor and the results
physical noises is shown in T
between “Correct”, “Incorrect” an
words.  

Table 03 – Transcription results i
 FineReader 

Correct 1949 
Incorrect 895 
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Accuracy 54.5% 
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(a) Original text binar

(b) Transcription of (a) using ABBYY

(c) Text after processing with the pro

(d) Transcription of (c) using ABBYY
Figure 8. Transcription of the docum

Figure 4 without and with the scheme 

   
6. Conclusions 
 

This paper presents a scheme for impro
transcription rate of historical docume
physical noises such as thorn-off reg
originated by punches (i.e. filing an
worms, etc. The scheme automatica
damaged areas and when the text is seg
associated with blocks that are “
characters of the same group of featur
the probability of being the origi
character. Such replacement yields a c
lexemes that stand as “candidates” 
word. Dictionary look-up decides whic
chosen as the most likely transcription. 
The processing strategy presented here
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“damaged”. The results obtained 
FineReader 10 Professional Editor an
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