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Abstract— In this paper we present a new system for on-line 
Arabic handwriting recognition based on a new on-line 
graphemes segmentation technique that depends on the local 
writing direction. Baseline detection, delayed strokes detection, 
PAW (Piece of Arabic Word) main stroke construction, and 
characters construction from the basic graphemes are issues 
that are addressed in this paper. Experiments are performed 
on the ADAB-database to validate the system and the 
segmentation method. The results show a significant 
improvement in terms of the contribution of segmentation 
errors to the overall system errors while providing high 
performance with a simple on-line feature extraction. 

Keywords- on-line handwriting; baseline detection; 
graphemes segmentation 

I.  INTRODUCTION 
Arabic writing is cursive for both of its printed and 

handwritten forms, which require the segmentation of words 
into characters or part of characters, i.e. graphemes, either 
explicitly or implicitly like approach of using the Hidden 
Markov Mode HMM. The shape of the character varies 
according to its position in the word. Besides that, some 
characters share the same primary part and distinguished 
from each other by the secondary part which we call in this 
paper “delayed strokes”. Moreover, some characters, 
especially in Arabic handwriting, may overlap with their 
neighboring characters forming what is called “ligature”. In 
Arabic writing, each word consists of at least one PAW, 
while each PAW is composed of some connected characters 
(at least one character). More details about Arabic writing 
characteristics can be found in [1]. 

The above features, besides other characteristics of 
Arabic language, make Arabic recognition more difficult 
than other languages such as Latin or Chinese [4,8] and show 
the importance of the segmentation process role in the 
system, segmentation errors may produce character rejection 
and add more confusion in the recognition phase. 

In on-line handwriting systems, the trace of the pen is 
used for the classification and recognition of the input 
information, which provides us with temporal features that 
are used to infer the dynamics of the writing in the different 
phases of the system. 

In this paper, we introduce an on-Line Arabic 
handwriting recognition system based on a new explicit 

graphemes segmentation technique. In the coming sections, 
we are going to explore the different stages of the system, 
discussing the challenges of each stage and presenting our 
approaches of solving it. Finally, we will report our testing 
results based on the on-line ADAB-database [5]. 

II. PRE-PROCESSING 

A. Smoothing 
In order to remove the jaggedness of the contour 

resulting from the handwriting irregularity and the 
imperfection caused by the acquisition device, every point ௧ܲ ൌ ሾݔሺݐሻ,  ሻሿ in the trajectory is replaced according toݐሺݕ
the following equation: 

௧ܲೢ ൌ  ߙ ௧ܲା
ୀି  ,  ߙ ൌ 1

ୀି  

For each point to be the mean value of itself and its (2n) 
neighbors, ݇ߙ ൌ ሺ2݊  1ሻିଵ. Smoothing is important for 
proper segmentation and has improved the final recognition 
rate. 

B. Resampling 
It’s important to have an equal points’ density along the 

writing contour for proper segmentation as the proposed 
segmentation algorithm is based on the local writing 
direction and independent of the speed of writing. Besides, 
the SVM classifier used in the system needs to have a 
constant number-of-points grapheme strokes for a constant-
length feature vectors [6]. Generally, resampling may be 
used to reduce the size of the data samples and speed up the 
recognition time [8]. 

A writing speed normalization (resampling) algorithm 
based on trace segmentation method explained in [8], is 
used to redistribute data points (originally sampled in equal 
time intervals) to enforce even spacing (resampling 
distance) between them. In order to have a constant number 
of points for every stroke, a new resampling distance should 
be calculated for each stroke, where: 

݁ܿ݊ܽݐݏ݅݀ ݈݃݊݅݉ܽݏܴ݁ ൌ  ݏݐ݊݅ ݂ ݎܾ݁݉ݑ݊ ݐ݁݃ݎ݄ܽܶݐ݈݃݊݁ ݎݑݐ݊ܿ ݁݇ݎݐܵ
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For the proposed segmentation techni
properly, points of every stroke should 
regardless how many points are produced
(Figure 1). After segmentation, each graphe
to get a constant number of points to have a
feature vectors. 

Figure 1.  Smoothing and Resampling Effect fo

C. Baseline Detection 
The following two stages in pre-proc

strokes detection and PAW stroke construc
the global baseline of the word under tes
represented in delayed strokes, word slope
are constructed from more than one PAW
problems of detecting the Arabic handwritin
Baseline detection in our system is base
projection method, which is commonly us
researchers to detect Arabic baseline [9]
steps summarize the algorithm: 

1- Construct an offline bounded image by i
stroke of the word. 

2- Remove some of the delayed strokes that ar
their small area, constant writing direction, 
above or below it. 

3- Increase the thickness of every pixel ve
pixels) as shown in Figure 2. This increas
different PAWs baselines meet in the same 

Figure 2.  Increasing writing thickness vertica

4- Arbitrary baseline is selected according 
projection histogram maximum value as sho

5- Search the histogram for a value high
maximum projection value within the narr
arbitrary baseline (20% under it), 
IF it exists, this vertical position is selected
baseline instead. 
This step solves the problem caused by so
that have an upper horizontal junction that
histogram peak (Figure 3(A)), as like letters

6- IF the arbitrary baseline is within the image
20% part of the image), 

ique to segment 
be equidistant, 

d in each stroke 
eme is resampled 
a constant-length 

 
r Segmentation 

cessing, delayed 
ction, depend on 
st. The diacritics 
e, and words that 
W are the main 
ng baseline [2]. 
ed on horizontal 
sed by the OCR 
. The following 

interpolating every 

re easy to detect by 
and having writing 

ertically (around 5 
ses the chance that 
vertical position. 

 
ally (zoomed) 

to the horizontal 
own in Figure 3. 
her than 80% of 
row area under the 

d to be the arbitrary 

ome Arabic letters 
t may result into a 
s “ ـصـ ” and “ ـحـ ”. 
e upper part (upper 

THEN, search the other part of 
value higher than 60% of the c
value. If it exists, this vertical po
baseline. 
This problem happens with the lett
ELSE IF the arbitrary baseline is w
(lowest 40% of the image), 
THEN, search the other part of 
higher than 60% of the current bas
exists, this vertical position is selec
This problem happens with some
 .(Figure 3(C)) ”ـن“ and ”ـر“

7- IF step 6 didn’t select a new baseli
THEN, the arbitrary baseline is sel

Figure 3.  Baseline detection problems 
histogram for the Arabic wor

D. Delayed Strokes Detection 
The processes of segment

classification are done on the ma
delayed strokes (secondary parts inc
be distinguished and excluded to
character construction phase. F
examples of what we call delayed st

Figure 4.  Delayed 

Delayed strokes are detected an
assigned to its main stroke using a 
based on a set of Boolean expressio
dimensions, shape, number of point
vertical distance from baseline. Bes
stroke relative area and position to t

E. PAW Main  Stroke Construction
In Arabic, there are a big numbe

that represent 28 characters, wh
character is context sensitive and m
according to its position within the 
number of classes can be significant
(1) Isolation of the delayed stroke

recognizing them separately. 
(2) Categorizing the classes acco

position within the PAW. 

 

the image for a projection 
current baseline projection 
osition is selected to be the 

ter “آـ” (Figure 3(B)). 
within the image lower part 

the image for a projection 
seline projection value. If it 
cted to be the baseline. 
e of the Arabic letters like 

ine, 
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using horizontal projection 
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ain part of the word, so 
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Figure 4 shows some 
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In our system, we have 4 sets of cla
middle, end, and isolated graphemes as sh
Grouping the PAW main strokes to for
necessary for determining the grapheme po
PAW (beginning, middle, or end). 

PAW stroke construction phase solves 
detecting and concatenating the main strok
to the same PAW to form one PAW ma
maintaining the spatial spacing between
important to differentiate some letters from
letter “ـحـ” and “ـعـ”. The time duration 
(time stamp), could be of great importance
the system. But it’s not available with the 
on-line information. Figure 5 shows two m
should belong to the same PAW, where: 
- CD: Concatenation threshold distance. 
- MD: Minimum distance between the 

strokes. 
- P1, P2: The points corresponding to MD. 
- P3, P4: The last and first point of the first a
- Baseline upper range threshold is double th

Figure 5.  Two main strokes with MD

The following algorithm iterates on 
strokes (without delayed strokes), and c
same PAW main strokes to form one PAW 

(A) Every two consecutive strokes whe
concatenated, except if one the followin
satisfied: 

1- Both P1 AND P2 are above the baseline
2- Both P3 AND P4 are below the baseline
3- (Either P1 OR P2 is below the baseline

≥ 30% of CD). 
4- (Either P3 OR P4 is below the baseline

≥ 80% of CD). 
5- P1 is not within the first stroke end

points) AND P2 is not within th
beginning points (~10% of points). 

6- More than 70% of inter-points angles
OR the second stroke are vertical 
(45º<angle<135º). 

7- More than 70% of inter-points angles
OR the second stroke are vertical a
(225º<angle<315º). 

8- Both the end of the first stroke AND th
second strokes are not horizontal junct

9- First stroke vertical minimum point 
baseline range. 

10- Second stroke is recognized to be isola

       First Stroke 
        Second Stroke 
       Baseline 

asses; beginning, 
hown in Table I. 
rm one stoke is 
osition within the 

this problem by 
kes which belong 
ain stroke, while 
n them that is 

m each others like 
between strokes 

e in this phase of 
ADAB-database 

main strokes that 

first and second 

and second stroke. 
he lower one. 

 
D<CD 

the word main 
concatenates the 
main stroke: 
ere MD<CD are 
ng 10 conditions is 

e range. 
e range. 

e range) AND (MD 

e range) AND (MD 

d points (~10% of 
he second stroke 

s of the first stroke 
and up directed 

s of the first stroke 
and down directed 

he beginning of the 
tions. 
 is far below the 

ated letter “ى”. 

(B) Repeat step A until no concat
word main strokes. 

III. SEGMENT

A new segmentation algorithm 
segments each PAW main stroke 
(one grapheme at least). Statistic
strokes extracted from samples of 
used to define the thresholds 
algorithm is independent of the b
errors won’t lead to segmentation e
four sets of graphemes classes
segmentation algorithm (without the

TABLE I.  GRAPHEM

-Red graphemes are con
- Green graphemes represent the popular ligatures of

-Blue graphemes are considered only

The algorithm is summarized in the 
3.1. Arbitrary Segmentation. Let e

horizontal angle with its next p
empirically) be called a segmenta
shown in Figures 6, 7 and 10 in re
first step of a recognition-base
discussed in [4]. 

3.2. Points with a Hat Filtration. Fo
that have above writing (the up v
intersects the writing contour): 
 

 ۾
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Beginning Middle 

enation is done for all the 

TATION 

has been developed that 
into its basic graphemes 
s made on handwriting 
the ADAB-database are 
of the algorithm. The 
aseline, so that baseline 
errors. Table I shows the 
s associated with our 
e delayed strokes). 

MES CLASSES 

 
nsidered only for PAWs of two graphemes 
f Arabic according to the ADAB-database 
y for the before last grapheme of the PAW 

following steps: 
every point that makes a 
oint (angle less than ~22º 

ation point, these points are 
d. This step is similar to the 

ed segmentation algorithm 

or every segmentation point 
vertical line drawn from it, 

 

 ۾

d 
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Figure 6.  Umbrella Filtration Examples, where ܲ
segmentation point and ଵܲ is accep

IF the whole range defined by the angle (9
coverd from above (like ଶܲ), THEN this po
the group of segmentation points (α is 20º e

3.3. Segmentation Junctions. Let each grou
segmentation points be called a segment
least one point in each junction). 

3.4. Segmentation Junctions Smoothing. 
consecutive segmentation junctions: 
IF the number of points between them i
defined threshold (5 points empirically), T
join the two junctions forming a big
junction. Some examples of smoothed 
circled in Figure 7. 

Figure 7.  Segmentation Junctions and Sm

3.5. Small Segmentation Junctions Filteration
(1) Let every point that makes a vertical to-d

next point (angle within ~210º:330º) b
point, and that makes a vertical to-up a
~30º:150º) be called up point, and othe
netutral points. Figure 8 shows an exmap

 
Figure 8.  Up Points, Down Points and Neu

(2) Smoothing the up and down points separa
(3) Each group of consecutive up/down

composed of less than Y points (3 poi
rejected from the up/down points. 

(4) Let the centre point of each consecutive 
points be called up/down centre. 

S

Small Segmentat
Junction 

ଶܲ is a rejected 
pted 

90-α)º to (90+α)º is 
int is rejected from 

empirically). 
up of consecutive 
tation junction (at 

For each two 

s less than a pre-
THEN these points 
gger segmentation 
points are shown 

 
moothing 

n. 
down angle with its 
be called a down 

angle (angle within 
er points be called 
ple of these points. 

 

utral Points 

atly like step 3.3. 
n points that is 
nts empirically) is 

group of up/down 

(5) For each small segmentation ju
than 5 points empirically): 
IF it is preceded by up then dow
stroke’s beginning) and followed
THEN segmentation junction is 
ELSE segmentation junction is r

3.6. Hill Segmentation Junctions Filt
examples of hill junctions circled i

Figure 9.  Hill Jun

(1) Getting the up and down centres
(2) For each segmentation junction:

IF it is preceded by up centre an
THEN segmentation junction is 

3.7. Circular Segmentation Junctions
For each segmentation junction Si: 
(1) Let Ci=0 and itereate on all the p

a- Get Gij; the group of conse
next 150 points empirically). 

b- IF Pij have a below writing re
THEN increment Ci. 

(2) IF Ci ≥ 70% of Si number of po
THEN segmentation junction Si
ELSE segmentation junction Si 

Figure 10 shows two examples of Pij
is rejected, and in the left PAW is acc

Figure 10.  Circled Ju

3.8. Tail Segmentation Junction Filte
IF the last point of the last segmen
end of the stroke (last 6% of stroke
THEN this segmentation junction
case in Figure 6 last segmentation j

3.9. Early Junction Filteration. E
junction that have no down centr
early within the stokre is rejec
example of early segmentation jun
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Figure 11.  Early Junction Example

3.10. Final Segmentation Thresholds: The cen
valid segmentation junctions are the fin
points that separate the word graphemes. 

IV. CHARACTERS CONSTRUC

In this phase of the system, chara
constructed form the basic graphemes (Tab
associated delayed strokes. Experiments w
system discussed in this paper have prov
strokes handling and character construction 
phases that affect the system performance 
of recognition rate and time. 

Delayed strokes membership to a cert
determined according to the grapheme that m
x-axis histogram overlap with the delay
making a slight horizontal shift to right fo
strokes, as diacritics in Arabic handwriting 
to the left of its main grapheme [3]. How
stroke associated with the Arabic letter
directly according to the nearest grapheme t

Characters are decided according to a 
deal with the sequence of the recogni
associated delayed strokes’ types, asso
strokes’ vertical position (above or below th

Table II shows some examples of
construction rules for the Arabic letters “ف”

TABLE II.  CHARACTER CONSTRUCTION RU

Character Graphemes Sequences and Associate

 ف
Class Beg. 11 & 

1 Dot Up 
Class Mid. 10 & 

1 Dot Up 

 & Class Beg. 11 ق
1 Two-Dots Up 

Class Beg. 11 & 
2 Dot Up 

  & Class Beg. 8 ج
1 Dot Down 

Class Mid. 7 & 
1 Dot Down 

V. RESULTS 
We applied the system on the on-line da

Tunisian town names. A one-versus-one (O
fuzzy support vector machines (multicla
model using RBF kernel was constructe
ADAB-database, using only one on-line f
feature (ܿߙ ݏሺݐሻ and ߙ ݊݅ݏሺݐሻ) discusse
number of word PAWs, delayed strokes fo
PAW, and the number of characters of the w
lexicon reduction. While the lexicon is imp
dynamic programming technique called 
Distance” with equal penalty costs of insert
substitution [7]. 

  
e 

ntre points of all the 
nal segmenatation 

CTION 
cters are being 

ble I) and a set of 
with the on-line 
ved that delayed 
rules are  crucial 
directly in terms 

ain grapheme is 
makes maximum 

yed stroke, after 
or all the delayed 

are often shifted 
wever the delayed 
r “آـ” is treated 
to it. 
set of rules that 
ized graphemes, 
ociated delayed 

he main stroke). 
f the character 
 :”ج“ and ,”ق“ ,”

ULES EXAMPLES 

ed Delayed Strokes 

 

Class Mid. 10 & 
1 Two-Dots Up 
Class Iso. 11 & 
1 Dot Middle 

atabase ADAB of 
OVO) multiclass 

ass fuzzy SVM) 
ed based on the 
feature; direction 
ed in [6].  The 
ormation of each 
word are used for 
lemented using a 
“Minimum Edit 

tion, deletion and 

Table III shows the testing res
ADAB-database compared to ano
system [3] that is based on graphem
our system, in each test, the data 
used for training, while the training
by a manual characters segmentati
automatic graphemes segmentation
technique discussed in this paper. 

TABLE III.  SYSTEM PERFORMAN

Test Set 

Recognition Rate 
Our System 

Training 
Sets Top1 

Set1 2,3 87 

Set2 1,3 86 

Set3 1,2 87.6 

VI. CONCLU

We presented in this paper a new
line Arabic handwriting recognition
of this work are the new on-line 
technique that depends on the loca
that our system achieves high re
simple feature extraction and char
Recognition errors analysis shows 
segmentation errors in system error
to other problems which are almo
problems; writing strokes disorde
drifting. 
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