
Co-Training for Handwritten Word Recognition

Volkmar Frinken, Andreas Fischer, and Horst Bunke
Institute of Computer Science and Applied Mathematics

University of Bern
Neubrückstrasse 10, 3012 Bern, Switzerland

{frinken,afischer,bunke}@iam.unibe.ch

Alicia Fórnes
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Abstract—To cope with the tremendous variations of writing
styles encountered between different individuals, unconstrained
automatic handwriting recognition systems need to be trained
on large sets of labeled data. Traditionally, the training data
has to be labeled manually, which is a laborious and costly
process. Semi-supervised learning techniques offer methods to
utilize unlabeled data, which can be obtained cheaply in large
amounts in order, to reduce the need for labeled data. In
this paper, we propose the use of Co-Training for improving
the recognition accuracy of two weakly trained handwriting
recognition systems. The first one is based on Recurrent
Neural Networks while the second one is based on Hidden
Markov Models. On the IAM off-line handwriting database we
demonstrate a significant increase of the recognition accuracy
can be achieved with Co-Training for single word recognition.

Keywords-Semi-supervised Learning, Co-Training, Hand-
writing Recognition, Single Word Recognition, HMMs, BLSTM
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I. INTRODUCTION

Off-line handwriting recognition is the task of recognizing
a handwritten text from a sheet of paper that was scanned,
photographed or digitized otherwise. Opposed to on-line
handwriting recognition, where temporal and spatial infor-
mation about each stroke is available, the off-line recognition
task is performed using only the image of the written text.
Many important applications are based on off-line handwrit-
ing recognition, e.g. postal address identification [1], Bank
check processing [2], prescreening of handwritten notes [3],
and the creation of digital libraries of historical documents
[4]. After several decades of ongoing research, however, off-
line handwritten text recognition is still considered a difficult
problem that is only partially solved [5].

To create an automatic handwriting recognition system, a
set of images of handwritten text along with their correct
transcription is needed for training. As it turns out, one
of the key problems encountered when building a writer
independent recognition system1 is the great variety in
writing styles between different writers. Hence, the amount
of training data needed is extremely large. Unfortunately,
the transcription of the handwritten text has to be done

1A writer independent system is one that recognizes text from writers
that have not contributed to the training set.

manually which makes the acquisition of training data
costly and time consuming. On the other hand, collecting
handwritten samples itself can be done very efficiently. Thus,
although the computational complexity of Co-Training can
be quite large, it runs completely off-line without any human
interaction.

Consequently, unlabeled data can easily be made available
in large amounts. Hence the question arises whether such
unlabeled data can be helpful for handwriting recognition
systems. It has been shown that in various classification sce-
narios unlabeled examples can indeed significantly improve
the recognition accuracy using semi-supervised learning [6].
Most of the existing works deal with the standard classifica-
tion scenario where a single point in a feature space has to
be mapped into the label space [7]. The cursive, sequential
nature of handwritten text put common approaches closer
to speech recognition than OCR. Semi-supervised learning
methods for handwritten text are restricted to frameworks
that are general enough to make use of sequential data. In
this paper, we propose to use Co-Training [8] to improve
the recognition accuracy of weakly trained recognizers using
unlabeled data. Co-Training is a semi-supervised learning
paradigm under which two recognizers improve each other.
This is done by retraining one recognizer with elements
confidently recognized by the other recognizer and vice
versa. Different approaches that make use of unlabeled data
have been proposed before. In [9], [10] the authors adapt
a recognition system to a single person by using unlabeled
data. This system is highly specialized after the adaptation
and not suitable for general handwriting recognition, though.
Improving a single recognition system using Self-Training
was proposed in [11], [12]. To the knowledge of the
authors, this paper is the first report on using Co-Training
for unconstrained recognition of handwritten words.

Two sets of experiments on single word recognition with
a different size of labeled data are performed using a Hidden
Markov Models and a neural network based recognition
system. Several rules that determine which elements are used
for retraining are investigated. Choosing too few confidently
recognized words for retraining does not influence the origi-
nal training set substantially. Selecting more data can only be
done with the risk of adding noise to the training data. For a
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retraining rule that balances data quality and data quantity, a
significant increase in both systems’ recognition accuracies
can be observed.

The remainder of this paper is structured as follows.
The principles of the Co-Training are presented Section II.
Details about the word recognition systems as well as the
applied preprocessing steps are explained in Section III.
Section IV-A covers the techniques for estimating the
recognition confidences. An experimental evaluation of the
proposed approach is given in Section V and conclusions
are drawn in Section VI.

II. CO-TRAINING

Originally proposed in [8], Co-Training states that two
recognizers can train each other successfully, given the
prerequisite that both recognizers have a conditionally inde-
pendent view of the data. In other words, for a given class,
the features used for one classifier must nor correlate with
the features used for the other classifier. If this condition
holds, an infinite amount of unlabeled data can be used to
gradually reduce the classification error down to the Bayes
risk. If a data point is classified by only one classifier with
a high confidence, it is used to train the other classifier.
Consequently, each classifier is presented with data that is
both, very likely to be correct and highly relevant.

Unfortunately, that is the ideal case and a feature split
which is conditionally independent is not very likely to exist.
Instead, the Co-Training conditions are further relaxed by
using the same set of features but two different recognizers
with a different inherent bias, which has also been proven
to work in [13]. In this paper, as shown in Fig. 1, two
different recognizers, one based on Hidden Markov Models,
one based on BLSTM neural networks, recognize the set of
unlabeled data independently. After using post-processing
methods to estimate a reliable confidence measure, a filter
function is applied to select confidently recognized elements.
Then, all such elements of the recognized set of one recog-
nizer are added to the other recognizer’s training set. Two
different training sets are used, one for each recognizer.
This is in contrast to proposed methods in the literature.
In this setup more emphasis is put on the exchange of
classification decisions than on the reinforcement achieved
by self-training.

III. RECOGNITION SYSTEMS

A. Preprocessing

The database used in this paper consists of 1,539 pages of
handwritten English text, written by 657 writers2 [14]. All
pages of the database are already segmented into individual
text lines. The segmented text lines are normalized prior to
recognition in order to cope with different writing styles.
First, the skew angle is determined by a regression analysis

2http://www.iam.unibe.ch/fki/databases/iam-handwriting-database
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Figure 1. The approach to Co-Training investigated in this paper.

based on the bottom-most black pixel of each pixel column.
Then, the skew of the text line is removed by rotation.
Afterwards the slant is corrected in order to normalize the
directions of long vertical strokes found in characters like ’t’
or ’l’. After estimating the slant angle based on a histogram
analysis, a shear transformation is applied to the image.
Next, a vertical scaling is applied to obtain three writing
zones of the same height, i.e., lower, middle, and upper zone,
separated by the lower and upper baseline. To determine the
lower baseline, the regression result from skew correction is
used, and the upper baseline is found by vertical histogram
analysis. Finally the width of the text is normalized. For
this purpose, the average distance of black-white transitions
along a horizontal straight line through the middle zone is
determined and adjusted by horizontal scaling. For more
details on the text line normalization operations, we refer
to [15].

B. BLSTM NN based Handwriting Recognition

The recognizer used in this paper is a recently developed
recurrent neural network, termed bidirectional long short-
term memory (BLSTM) neural network [16]. A hidden
layer is made up of so called long short-term memory
blocks instead of simple nodes to circumvent the exponential
increase or decay of information that is encountered in
common recurrent neural networks.

The network is bidirectional, i.e. a sequence is fed into the
network in both the forward and the backward mode using
two separate input and hidden layers, joined in one output
layer. The output layer contains one node for each possible
character in the sequence plus a special 𝜀 node, to indicate
“no character”. At each position, the output activations of
the nodes are normalized so that they sum up to 1, and can
hence be treated as posterior probabilities of the characters’
occurrences at each position.

The output of a sequence is therefore a matrix of probabil-
ities and a path through the matrix represents a recognition.
The probability of a recognition is given as the product
of each element along the path and the optimal path can
be found efficiently using dynamic programming. For more
details about BLSTM networks, we refer to [16], [17].
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C. HMM based Handwriting Recognition

Hidden Markov Models (HMMs) [18] are a time-discrete
stochastic process, defined by a set of internal states, their
transition probabilities as well as for each state a probability
distribution function over a set of emitting symbols. The
process works in two steps. At each time step, the system
changes the internal state by respecting the Markov property.
In each state, a symbol is emitted according to the current
states output distribution function.

In the proposed approach, each character is modeled by
a set of states, arranged in a linear topology. This way, a
word is given by the concatenation of the character’s states.
Given a set of labeled training sequences, the transition
and output probabilities can be learned efficiently using the
Baum-Welch algorithm. To recognize an unknown word, the
𝑛 most likely character sequences can be inferred using a
Token Passing algorithm. An additional dictionary is used to
only consider character sequences that form possible words.

IV. RETRAINING THE SYSTEM

A. Recognition Confidence

For Co-Training, the most confidently recognized ele-
ments are used for retraining. Therefore, a reliable con-
fidence measure of the recognition is needed. Preliminary
experiments as well as existing literature show that the pure
recognition likelihood of the HMM recognizer can not be
used as a confidence measure. In addition, it turned out
that even the returned posterior probability of the neural
networks is not reliable enough. Consequently we exploit
the variability of different networks induced by their random
initialization. For a more accurate recognition confidence,
the following steps are applied. First, a preliminary estimate
is computed differently for both recognizers. Then, the
validation is used in the same way for both systems to
increase the reliability of the recognition confidence.

The preliminary confidence measure for the HMM-based
system is the likelihood ratio of the top two recognition
results, mapped into the range between 0 and 1 according
to the monotone function 1 − (1 + 𝑥

𝑓 )
−1, where 𝑓 is a

normalization constant. The second step requires a discrete
input value, therefore the range between 0 and 1 is split into
𝑏 bins of equal size.

In case of the neural networks, the natural variability due
to the random initialization is exploited. In our experiments,
10 different neural networks are trained and the fraction of
networks agreeing with the output of the best system, as
tested on a validation set, is used.

In a next step, the preliminary recognition confidence
𝑐𝑜𝑛𝑓𝑝𝑟𝑒𝑙 of the word 𝑤 is enhanced. Let 𝑐 ∈ {0, 1} indicate
the correctness of a recognition. Then, 𝑝1(𝑐∣𝑐𝑜𝑛𝑓𝑝𝑟𝑒𝑙) indi-
cates the probability of a recognition having the preliminary
recognition measure 𝑐𝑜𝑛𝑓𝑝𝑟𝑒𝑙 being correct. In a further
estimation, 𝑝2(𝑐∣𝑐𝑜𝑛𝑓𝑝𝑟𝑒𝑙, 𝑤) also takes the recognized word

𝑤 into account. For a robust computation, however, a mini-
mum number of occurrences 𝜃𝑣 are needed. If, for example,
the word ‘abba’ is recognized 12 times with a confidence
measure of 0.5 on the validation set and 7 out of these
recognition are correct, then 𝑝2(1∣0.5, ‘𝑎𝑏𝑏𝑎′) = 7

12 . If, on
the entire validation set, 100 words are recognized with a
confidence measure of 0.5 and 65 of these are correct, then
𝑝1(1∣0.5) = 65

100 .
If the word ‘abba’ is now recognized on the test set with

a preliminary recognition confidence of 0.5 and 𝜃𝑣 = 15
is given, not enough elements exist on the validation set
to estimate 𝑝2 well enough and the final confidence is
set to 𝑝1 = 0.65. If not enough elements are given to
estimate neither 𝑝1 nor 𝑝2, then the preliminary recognition
confidence 𝑐𝑜𝑛𝑓𝑝𝑟𝑒𝑙 is used. More details on these steps can
be found in [19].

B. Retraining Rules

Three different retraining rules based on the confidence
are investigated. Each rule defines a confidence threshold
and all words recognized with at least this threshold are
added to the retraining set. The first threshold is called
High Threshold and is set to the highest possible value 1.
A second, more refined threshold is the Medium Threshold.
It is set so that all elements added are more likely to be
correct than wrong. This threshold is found by choosing
the lowest value returning more correctly that incorrectly
recognized samples in the validation set. The last threshold
investigated is the Low Threshold. It is set to 0 so that all
words, regardless of their recognition confidence, are added
to the training set.

V. EXPERIMENTAL EVALUATION

A. Setup

Experiments are conducted using all instances of the
4’000 most frequent words of the IAM offline database[14].
All correctly segmented words among the 4’000 most fre-
quent words according to the LOB corpus [20] are consid-
ered. The three set, a working set (38’127 words), validation
set (5’590 words) and training set (5’342 words) are writer
disjunct, thus any person who contributed words to one of
the three sets did not contribute to any of the other set.

To investigate the performance of Co-Training, two ex-
periments are conducted using 2’000 labeled training words
and 6’000 labeled training words, respectively. These sets
are randomly sampled from the working set. The remaining
32’127, resp. 36’127 words act as the set of unlabeled data.

In each iteration, both recognizers decode the entire set
on unlabeled data, the validation set, and the test set. The
recognition results matching the retraining threshold of the
HMM system are added to the training set of the BLSTM
neural network and vice versa. To keep computational costs
within reasonable bounds, the experiments are limited to 3
Co-Training iterations. The transformation parameters 𝜃𝑣 =
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Figure 2. Co-Training for Single Words

15, 𝑓 = 500, and 𝑏 = 20 were set according to preliminary
experiments on the validation set.

B. Results

The plots in Fig. 2, show the results of these experiments.
The left plots show the accuracy on the test set of the
BLSTM neural networks trained on the output of the hidden
Markov models, the right column show the accuracy of the
hidden Markov models trained on the output of the BLSTM
neural networks.

If retraining is done with only those elements whose
correctness can be guaranteed as it is done using the High
Threshold, the retraining set does not change significantly
and the classifier may remain nearly the same. Enlarging
the retraining set, on the other hand, is only possible at the
cost of increasing noise, i.e. adding mislabeled words to the
training set. With only few correctly recognized words and
large amounts of possible mis-recognitions, the challenge of
successful Co-Training lies in finding the optimal trade-off
between data quality and data quantity for retraining. One
can see that the Medium Threshold retraining rule constantly
outperforms the other approaches. A statistically significant

increase on the 𝛼 = 0.05 level is achieved. A reference
system trained on the entire labeled working set achieved an
accuracy of 84.39% (BLSTM NN), resp. 73.62% (HMM).
After the first iteration, the HMM trained on 6’000 elements
even surpassed the reference system. We assume that this
happens because of badly written words within the 38’127
words that are filtered by the neural networks and lead to
a poorer performance when included in the training for the
HMM. Applying the Medium Threshold retraining rule, the
HMM is trained in the first iteration with 30’011 words
(including 6’000 words from the original training).

VI. CONCLUSION

In this paper we investigate the applicability of using
Co-Training is investigated to increase the accuracy of
weakly trained recognizers for handwritten word images.
We demonstrate that it is possible to apply Co-Training
to improve a Hidden Markov Model and a BLSTM neural
network with unlabeled data. The performance increase of
both systems are substantial. The experiments show that
a system trained on 6’000 labeled elements only can be
increased, using unlabeled data, to perform nearly as well
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as a system trained on 38’127 labeled words.
We also demonstrated the importance of selecting good

elements for retraining. A conservative selection rule that
focuses on very few, but likely correct elements does not
influence the training set substantially. A selection rule that
picks too many elements increases the noise in the training
data, which might degrade the recognizers performance.
A well balanced trade-off between data quantity and data
quality is crucial for the success of Co-Training.

In the future, several improvements and subsequent re-
search directions are possible. The most obvious one is to
improve the recognition confidence measure, especially for
the HMM based system. With a more sophisticated measure,
a better improvement is possible. From the practical point of
view, it is interesting to experiment with even less labeled
data to make existing, large collections of historical data
without any ground truth easily available.
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