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Abstract— The current OCR cannot segment words and 
characters from video images due to complex background as 
well as low resolution of video images. To have better accuracy, 
this paper presents a new gradient based method for words 
and character segmentation from text line of any orientation in 
video frames for recognition. We propose a Max-Min 
clustering concept to obtain text cluster from the normalized 
absolute gradient feature matrix of the video text line image. 
Union of the text cluster with the output of Canny operation of 
the input video text line is proposed to restore missing text 
candidates. Then a run length algorithm is applied on the text 
candidate image for identifying word gaps. We propose a new 
idea for segmenting characters from the restored word image 
based on the fact that the text height difference at the 
character boundary column is smaller than that of the other 
columns of the word image. We have conducted experiments 
on a large dataset at two levels (word and character level) in 
terms of recall, precision and f-measure. Our experimental 
setup involves 3527 characters of English and Chinese, and this 
dataset is selected from TRECVID database of 2005 and 2006.  
 
Keywords- Video document analysis, Word segmentation, Video 
character extraction, Gradient features, Video character 
recognition 

I. INTRODUCTION 

With the rapid growth in size of multimedia databases, 
thanks to the internet and cable TV, understanding of the 
contents of such databases is becoming more important for 
effective content-based indexing and retrieval. However, a 
video search function, which is categorized by manual 
indexing, requires excessive time and money. Text such as 
news caption in a video provides important information of the 
contents as well as description of the video scenes. Such text 
can be used as indices of the multimedia database. Therefore 
automatic extraction of video text, which aims at integrating 
advanced optical character recognition (OCR), is vitally useful 
for video annotation and retrieval systems [1].  Hence video 
text extraction and recognition is crucial to the research in all 
video indexing and summarization [1-6].  

Video text recognition is generally divided into four steps: 
detection, localization, segmentation, and recognition. The 
detection step roughly identifies text regions and non-text 
regions. The localization step determines the accurate 
boundaries of the text portion. The segmentation finds the 
character and the word boundary from the text line [7]. There 
are several algorithms that are reported in the literature for 
accurate text detection and they have achieved good accuracy 
even for scene text detection and multi-oriented text detection 

[8-13]. Therefore, in this work we use the method that works 
for multi-oriented scene text reported in [13] to locate boundary 
of text portion in video image. It is also true that the 
recognition of characters has become one of most successful 
application of technology in the field of pattern recognition and 
artificial intelligence. However, OCR systems are developed 
for recognizing characters written on clear paper. Applying the 
current OCR system directly on video text leads to poor 
recognition rates, typically not more than 45% [2]. This is 
because text characters contained in video have low resolution 
and embedded with complex backgrounds. To recognize these 
video characters, it is necessary to segment character and words 
from the text portion properly, even when the whole text string 
is already well located. Therefore, segmentation is important 
and research is badly needed to meet requirements of real time 
applications such as video events analysis and sports events 
analysis etc. Hence, we focus on character and word 
segmentation from detected text lines in video frames.  

There exists many text region segmentation methods and 
they are divided into three classes. Methods in the first class 
use either global or local or multilevel thresholds to retrieve 
text region. The second class uses stroke based methods to 
retrieve text region. These features are used to enhance the 
contrast at edges that are most likely to represent text. The third 
class is the color-based methods. However, performance of 
these methods is poor because of complex background and 
unfavorable characteristics of video. Recently, a language 
independent text extraction method [7] is proposed which 
works based on adaptive, dam point labeling and inward filling. 
However, this method is sensitive to complex background 
images.   

Chen et. al. [3] proposed a two-step method for text 
recognition. The first step uses edge information to locate the 
text and the second step uses features and machine learning to 
recognize the segmented text. Since the method uses edge 
information to locate the text, it may not be robust enough for 
complex backgrounds. Chen and Odobez [2] have proposed a 
method based on Monte Carlo sampling for segmented text 
recognition. This method appears to be expensive as it uses 
probabilistic Bayesian classifier for selecting thresholds. The 
method requires a sequence of frames to achieve accuracy. 
However, it may be hard to decide the number of frames for 
enhancement [14]. Another method for low resolution video 
character recognition is proposed based on a holistic approach 
and a component analysis. However, it requires a large number 
of training samples. There are methods which propose robust 
binarization algorithm to improve the recognition rate of video 
character recognition [15-16]. Recently, Zhou et al. [17] 
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developed binarization method for video text recognition. This 
method uses Canny information to binarize and it achieves a 
reasonably good accuracy compared to baseline thresholding 
methods. However, these methods focus on graphics text 
recognition but not on scene text recognition and hence their 
error rates are higher if scene text is present in the frame.  

Most of the previous methods use segmented region by the 
text detection method as input for binarization and recognition, 
focusing on graphics text and horizontal text. None of these 
text region segmentation methods have a perfect solution to the 
problems of complex background, multi-oriented text and 
scene text in the video. However, we have found a work that 
performs character segmentation from the detected text region 
[7] based on an assumption that characters have uniform color 
and the text is in horizontal direction. These assumptions may 
not be valid in the case of scene text. Nevertheless, we are 
inspired by this work to propose a new method for word and 
character segmentation from detected text before binarization 
recognition to achieve better accuracy even for scene text and 
multi-oriented text in video.   

II. PROPOSED APPROACH 
Since our focus is on word and character segmentation from 

video text lines that are detected by the text detection method, 
we use a method proposed by us in [13] for video text 
detection. The reason for choosing this method is that the 
method is able to locate both graphics and scene text and multi-
oriented text in complex video background despite its low 
resolution. In order to ease the problem due to multi-oriented 
scene text, we take advantage of the angle of text line 
determined by the text detection method during bounding box 
fixing. We then propose Bresenham’s line drawing algorithm 
[19] to identify the text pixel direction. As a result, we convert 
text lines of any direction into horizontal text lines. Hence the 
problem of multi-orientation of text line has been simplified to 
the problem of horizontal text line.    

The proposed method is structured into three subsections. 
Bresenham’s line algorithm for handling multi-oriented text is 
described in Subsection A. The gradient features are explained 
in Subsection B with illustration for obtaining text cluster using 
Max-Min clustering concept. In Subsection C, we propose a 
method to combine text cluster obtained in Subsection B with a 
Canny operation on the input image to restore the missing text 
candidates for word segmentation using the run length concept. 
Subsection D presents the proposed character segmentation 
method from the segmented word image based on text height 
difference (THd), a top distance and a bottom distance vectors. 

A. Bresenham’s Line Algorithm  
The Bresenham’s Line Drawing algorithm is used to 

determine the points in an n-dimensional raster that should be 
plotted to form a close approximation to a straight line between 
two given points. Bresenham's algorithm chooses the 
integer y corresponding to the pixel center that is closest to the 
ideal (fractional) y for the same x; successive columns y will 
either remain the same or increase by 1. The general equation 
of the line through the two endpoints (x0, y0) and (x1, y1) is 

given by:
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The slope ( ) ( )0101 xxyy −− depends on the endpoint 
coordinates only and can be pre-computed, and the ideal y for 
successive integer values of x can be computed starting 
from y0 and repeatedly adding the slope. In this way, 
Bresenham’s line algorithm helps in finding the direction of 
pixel to convert any given direction of text line into horizontal 
text line as shown in Figure. 1. However, the quality of image 
degrades somewhat. It can be seen in Figure. 1.   

 
 
 
 
 
 
 
 
 
 

B. Gradient Features  
Since video images have low resolution and complex 

background, we propose gradient features for separating text 
and non-text pixels as gradient gives high value for text and 
low value for non-text pixels. For a given horizontal text line 
detected by the text detection method [13], we use [-1 1] 
sliding window to obtain the gradient features corresponding to 
each pixel in the text line gray image. It is observed in [18] that 
performing this mask over a text frame produces high negative 
and positive gradient values for text pixels. Hence the absolute 
value of gradient helps in enhancing text pixels in video frame. 
The gradient image is determined from the gray image as 
follows.   

),(),1(),( yximgyximgyxgrad −+= . For the obtained 
gradient image, we take the absolute value to consider high 
negative values. We normalize the gradient matrix as  

agag
agyxgradabsyxgradnorm

min_max_
min_),(_),(_

−
−=  

       where y)(x, y))s_grad(x,minimum(abmin_ag ∀=  
         and y)(x, y))s_grad(x,maximum(abmax_ag ∀= . 

Figure 2 shows the effect of gradient operation on gray text 
line image and it can be seen in Figure 2(b) that text pixels are 
brightened compared to non-text pixels. Further to confirm the 
usefulness of gradient operation, we plot a graph normalized 
gradient values vs columns for the middle row of the image 
shown in Figure 2(b) in Figure 3 where one can notice clearly a 
big gap having zero gradient values for the word gap marked 
by ellipse in Figure 3.  

 
 
 

Figure 1. Rotation of non horizontal text line into horizontal using 
Bresenham’s line drawing method 
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For the normalized gradient matrix, we propose a Max-Min 
clustering algorithm to separate text cluster from the non-text 
cluster rather than using a threshold as deciding a threshold is 
hard in case of video images. The Max-Min clustering method 
selects Max and Min values in the normalized gradient feature 
matrix and then it compares each value in the gradient feature 
matrix with Max and Min chosen values to find its nearest 
neighbor. i.e the value which is close to Max is classified as 
text and the value which is close to Min is classified as non-
text. This results a text cluster. One sample output of clustering 
is shown in Figure 4(a) for the image in Figure 2(b) where it is 
observed that most of the pixels are classified as text pixel 
correctly.   

 
 
 
 
 
 
 

C. Word Segmentation  

Max-Min clustering gives a text cluster but that is still not 
sufficient to identify the gap between words due to loss of some 
textual information of the image. To restore the lost text 
information, we propose a union operation of the Canny edge 
image obtained by applying Canny edge detection algorithm on 
the input image as shown in Figure 4(b) for the image in Figure 
2(a) with the text cluster obtained by Max-Min clustering as 
shown in Figure 4(c). As it is known that Canny definitely 
gives edges for text and that can be used for word segmentation 
but not for character segmentation due to erratic edges at the 
character background. Hence the union operation helps in 
filling the text region and leaving a gap between words. 

The gap between the words is identified by introducing the 
run length information. This idea works when the image has a 
high number of same consecutive black pixels (background). It 
is true that where there is a gap between words there we get 
consecutive black pixels in high number but not in between 
characters. Hence, this idea gives good results for word 
segmentation as shown sample results in Figure 4(d) where it is 

observed that clear space between the words and correct 
segmentation of words. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

D. Character Segmentation 
The run length concept used for word segmentation does 

not work for character segmentation as it is noticed that there is 
no such a high number of consecutive black pixels between 
characters. Therefore, we propose a new method based on text 
height difference (THd), top distance and bottom distance 
vector of the above union operation. The text height difference 
vector is defined as the distance between the first pixel and the 
last pixel of each column in the restored word image. If THd is 
less than two pixels, we consider that gap as a true character 
gap. It is illustrated in Figure 5 where the gaps identified by 
THd are marked by red dots. (In Figure 5, x axis shows column 
number and y axis shows THd values). The final character 
segmentation is shown in a word “Profit” on the right side of 
Figure 5. If THd is greater than 2 then we check the top and 
bottom distance vectors. The top distance vector (Td) is defined 
as the distance between the upper boundary of the text and the 
topmost black pixel of each column and the bottom distance 
vector (Bd) is defined as the distance between the bottom 
boundary and the bottommost black pixel of each column. 
Then the method finds the difference between consecutive 
distance values in Td and Bd in each column to identify the 
depth (high difference when character boundary exists between 
the characters), which is denoted as Dtd and Dbd, respectively. 
When there is a gap between characters, both Dtd and Dbd give 
high values and hence it is considered as candidate gaps.  

We have observed while doing experimentation that for 
most of the cases, touching between characters exists at the 
middle of character boundary but not at top and at bottom. For 
Dtd and Dbd values, we use the same Max-Min clustering 
method used in Section B for obtaining text cluster for 
choosing gap candidate clusters (Cluster with Max value). For 
each gap candidate in cluster belonging to the top distance 
vector, the proposed method checks whether the corresponding 
candidate in the gap candidate cluster obtained from the bottom 

    (a). Gray text line                        (b)  Normalized gradient image  
Figure 2. Sample result of gradient operation  

(a). Text cluster                                      (b) Canny image 

(c). Union of (a) and(b)                    (d) Word are segmented  
Figure 4. Word gap identification 

Figure 6. Finding a gap candidate column depending on Dtd and 
Dbd vectors 

Figure 3. Normalized absolute gradient information for word 
gaps at the middle row of text patch  

Figure 5. Gap detected depending on the Tv vector 
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distance vector is a gap candidate or not. W
candidate as a true gap candidate for segmen
if the above criterion is satisfied. Figure 6 ill
gap identification, where we can see the value
for each column of a text patch. Now at 12th

Dtd and Dbd values are going towards highe
conclude that there should be a gap. (here the
are again decided by the Max-Min clustering 
of Dtd and Dbd values separately). In the lef
have shown the graph obtained based on Dtd 
side the graphs is based on Dbd values.  

Table 1.Grayscale Image with Word Gap 

Table 2. Gray scale word image with character 

III. EXPERIMENTLA RES

For the experimentation purpose we have 
consisting of 1200 text lines (including both h
horizontal English and Chinese langua
segmentation and 700 words (which results in
are used for character segmentation. Our d
different kinds of multi-oriented scene text 
show that the proposed method is effective f
video text recognition.  

To evaluate performance of the propo
consider recall (R), precision (P) and f-measu
in this work. We conduct experiments on
obtained by Max-Min clustering algorithm (
operation of the original text line image 
restored image (Union) of the proposed meth

Original Grayscale Word Gap d

 

 

 

 

 

Original Grayscale Character Ga

 

 

 

 

 

 

 

We consider a gap 
nting the character 
lustrates character 
es of Dtd and Dbd 
h column both the 
er, so here we can 
e higher and lower 

among the values 
ft of Figure 6, we 
while in the right 

detected 

gap detected  

SULTS 
created a dataset 

horizontal and non 
ages) for word 
n 3527 characters) 
database includes 
lines in order to 

for multi-oriented 

osed method, we 
ure (F) as metrics 

n the text cluster 
(Gradient), Canny 
(Canny) and the 
hod for word and 

character segmentation. Similarly, 
experiments on the Chinese data. 

The sample results for word and c
shown in Table 1 and Table 2, resp
marked in white for different varieti
images. Different performances mea
given in Tables 3-5. Tables 3-5 sho
proposed method is higher than resu
feature alone and Canny becaus
significant text information when M
while Canny operation gives err
background complexity. On the o
method (Union) gives better results b
character segmentation.  

 Table 5 shows character segm
proposed method for different classe
include results on text clustering
operation as they have already been s
at the word level and hence poorer re
It is noticed from Table 5 that the
promising results for both English an
non-horizontal data.  

 Table 3. Results for word segmenta

 

Table 4. Results for word segmentat

Table 5. Results for character segmentation
dataset 

Union R 

English Horizontal 0.74 

English Non-Horizontal 0.83 

Chinese Horizontal 0.87 

Chinese Non-Horizontal 0.87 

E. Recognition Results 

Our primary goal of this work is t
of character before binarization a
achieving good accuracy in re
recognition accuracy of binarization 
text lines and words without segmen
have reported recognition results on 
recognition results on Chinese due n
OCR. This work uses the latest binari
[20] for binarizing the given text l
before passing to OCR for recogniti

detected 

 

 

 

 

 

Method English Horizontal  
R P F

Gradient 0.94 0.46 0.6
Canny 0.58 0.59 0.5
Union 0.93 0.73 0.8

ap detected 

 

 

 

 

 

 

 

Method Chinese Horizontal  
R P F 

Gradient 0.93 0.58 0.71 
Canny 0.79 0.73 0.76 
Union 0.93 0.69 0.79 

we conduct the same 

character segmentation are 
pectively, where gaps are 
ies of word and character 
asures of our method are 
ow that F-measure of the 
ults given by the gradient 
se text clustering loses 

Max-Min clustering is used 
ratic edges due to the 
ther hand, the proposed 
ecause of the advantage of 

mentation results of the 
es of data and it does not 
g (Gradient) and Canny 
hown to give poorer result 

esult at the character level. 
e proposed method gives 
nd Chinese horizontal and 

ation on English dataset 

tion on Chinese dataset 

n on both English and Chinese 

P F 

0.86 0.80 

0.89 0.86 

0.91 0.89 

0.87 0.87 

to show that segmentation 
and recognition helps in 
ecognition compared to 

and recognition of whole 
ntation. To justify that we 

English text here but not 
non availability of Chinese 
ization method reported in 
line, word and characters 
ion. The reason behind in 

English Non Horizontal 
 R P F 

62 0.83 0.55 0.66 
58 0.65 0.61 0.63 
82 0.82 0.77 0.79 

Chinese Non Horizontal 
R P F 

0.83 0.53 0.65 
0.73 0.64 0.68 
0.83 0.78 0.80 

129



making the choice of this binarization method
has been compared with state of the art met
superiority to existing methods on binariz
engine downloaded from [21] is used for
English text recognition.   

We present the recognition results at thr
text line, word and character levels. (Here b
recognition we mean to feed a text line into
recognition; by word level recognition we m
word into an OCR for its recognition; and b
recognition we mean to feed segmented indi
of a text word into an OCR for its recognition
text line level based recognition results is sh
Here the input “THE FINAL DAYS” has be
“THE F||'\AL DAVE“. The current OCR perfo
text line level as low recognition accuracy of 
when computed from all text lines of our da
level recognition results obtained from the inp
DAYS" is “THE F||'\AL DAYS”. There is
recognition results at the word level over tex
word “DAYS” recognized correctly at the w
result, higher character recognition accura
reported compared to the recognition accurac
level due to elimination of complex bac
segmentation method. Thus, it can be conc
extraction helps in improving recognition accu
way, when we test OCR on segmented cha
words, the recognition result is “THE F||NAL 
notice from the results at the word and ch
recognition accuracy improves at the charac
word level. Hence, the recognition accuracy
level is 65.6% which is higher than that at 
word levels. We can observe that word and
recognition accuracy doesn't differ much (3.2%
to use of language model at word level. The
helps resolving ambiguity that may occur
enhances recognition rate. Otherwise, we s
higher characters level accuracy than word lev

Table 6. Recognition results at the text

IV. CONCLUSION AND FUTU

In this work, we have proposed a new seg
based on gradient features for word and ch
from text line image and word image. We ha
combination of text clustering and Canny o
than gradient and Canny operation  alone fo
text pixels. The run length concept is applied
on word gap identification in video from th
Novel distance vectors are proposed for chara
from words. The experimental results of the r
that segmentation of words and characters is 
the accuracy of OCR recognition. In future, 
accuracy as in document analysis, we are plan
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atabase. The word 
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s improvement in 
xt line level as the 
words level. As a 
acy of 62.4% is 
cy at the text line 
ckground by the 
cluded that word 
uracy. In the same 
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