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Abstract—Document enhancement tools are a valuable help
in the study of historic documents. Given proper filter settings,
many effects that impair the legibility can be evened out
(e.g. washed out ink, stained and yellowed paper). However,
because of differing authors, languages, handwritings, fonts
and paper conditions, no single filter parameter set fits all
documents. Therefore, the parameters are usually tuned in a
time-consuming manual process to every individual document.
To simplify this procedure, this paper introduces a classifier
for the legibility of an enhanced historic text document. Ex-
periments on the binarisation of a set of documents from 1938
to 1946 show that the classifier can be used to automatically
derive robust filter settings for a variety of documents.

Keywords-Document enhancement, historic documents, legi-
bility estimation

I. INTRODUCTION

Readers of historic documents are often confronted with

damaged or degraded pages where the text has become

difficult to read. Stains and washed-out ink impair the

contrast of the text and hinder the efficient study of larger

numbers of documents.

A certain improvement can be achieved by the applica-

tion of digital image processing techniques: Shading filters

achieve a homogeneous background intensity. Smoothing

filters remove noise, sharpening filters accentuate details and

contours. A binarisation might be conducted to separate

text from background. By adjusting the filter parameters

properly, these methods achieve good results with most

types of documents. The downside is that historic documents

vary strongly in their appearance, so the optimal parameter

settings are specific to individual documents. A manual

parameter tuning for every document is time-consuming and

may compensate the advantage of improved legibility.

This paper proposes a method that finds robust parameter

settings for a variety of historic documents without human

supervision in each case. This is done by automatically

exploring the parameter space of a filter and measuring

the effect on the legibility of a certain document. Once the

parameter space is known, an appropriate filter setting can

be easily chosen. For each point of the parameter space, the

legibility of the filtered document is classified automatically.

This is done on the basis of a binary image that marks

supposed text pixels. The classifier itself is trained in a

supervised way. Supervision is however only needed once

for a specific filter, as opposed to once per document in

the traditional way. Good experimental results have been

achieved for the diaries of Dr. A. A. Frieder [1] which show

all the mentioned legibility impairments.

II. RELATED WORK

In Optical Character Recognition (OCR), Document Re-

trieval or Structure Analysis, a large number of features have

been proposed to characterise letters or distinguish text from

background.

Difficulties arise from the visual properties of the doc-

uments in our data base [1] which are characterised by

mixed handwritten, typewritten and printed text, multiple

languages, authors and fonts, overlayed text, lined paper,

washed out and bleeding ink and toner, different text colours,

newspaper articles, collages, photos, and partial damages.

OCR features address the recognition of typewritten let-

ters. Usually variants of geometric moments, parametric

curves or Fourier descriptors [2] are used to represent the

bitmap, contour or skeleton of a letter. For recognition,

machine learning algorithms are supported by font [3] and

language models [4]. However, even in the restricted case of

typewritten texts, OCR does not handle historic documents

well [5] because it relies on a correct text segmentation [6].

Except from simple pixel based features (e.g. [5]) most OCR

features are highly shape selective. For the classification of

the legibility this seems unfavourable because the method

should generalise over handwritten and printed characters.

To improve text segmentation, Agrawal and Doermann [7]

remove noise from binary images by constraining the aspect

ratio of thinned line segments. Such features seem to be

much less selective than OCR features. Moghaddam et al. [8]

work with a level-set method to detect bleed-through.

The distinction of text and background is often studied

in document structure analysis or image retrieval. Jung et

al. [9] distinguish between regional approaches based on

colour, texture or gradient, and shape-based approaches
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where connected components are analysed. Text line ori-

entation is a useful additional feature (e.g. [10]). The lower

selectivity of most features (e.g. geometric moments) make

these methods more robust against mixed handwritten and

typed text. However, since the focus of these methods is

text localisation, the legibility of a text region is usually

not analysed explicitly. A pixel based measure is however

proposed by Kuk and Cho [11]. Based on manually defined

multi-scale filter responses, the authors rate a pixel as

text, near text or background. An energy minimisation is

performed to relabel pixels in order to create a binary image.

III. AUTOMATIC EXPLORATION

OF THE PARAMETER SPACE

The search for an optimal filter setting φopt of a given

filter can be expressed as solving the equation

φopt = arg max
φ

Λ(ψ(φ, d)), (1)

where the function Λ judges the legibility of a document d
based on a feature description ψ of the filtered image. The

optimisation itself is performed without manual interaction.

However, the training of the function Λ is done in a

supervised manner once for a specific filter. In the following

the performance of the approach is demonstrated for the well

known thresholding filter. To account for complex document

structures, the legibility function is applied to overlapping

subwindows of the document.

A. Legibility Estimation

Following Kuk and Cho [11], we define Λ as a ternary

function that results 0 if a filter result does not represent

legible text (black or white areas, photos, blobs or scattered

points), 1 for fragmented or merged letters, and 2 for clearly

outlined or optimally filtered text. In contrast to the cited

work, we define Λ over an image region and use different

features. The descriptor ψ is computed over binarised image

regions of 100×100 pixels size. The regions are big enough

to capture whole letters or words but at the same time smaller

than the spatial frequency of the background gradient. We

combine OCR features for historic documents [5] with

features from noise removal in binary images [7]. The

resulting feature descriptor is 14-dimensional. The first seven

elements are the number of black connected components,

white components, and black pixels in a grid cell, each

normalised to the cell size, then the mean area and diameter

of black components, the most frequent principal orientation,

and the mean ratio of area to length of the black components.

The dimensions 8 to 13 repeat these features for an eroded

version of the input image using a 3×3 structuring element.

A soft margin SVM classifier [12] is trained to learn the

legibility function Λ from a set of sample images. To this

end, 1620 binary images are created by selecting 10 regions

from every document in a set of 18 documents and applying

Table I
CONFUSION MATRIX FOR THE TEST OF THE LEGIBILITY FUNCTION

USING A 14-DIMENSIONAL FEATURE DESCRIPTOR.

Recognised legibility Annotated legibility
good medium bad

good 158 31 9
medium 19 60 15
bad 5 60 428
Precision 0.70 0.64 0.92
Recall 0.87 0.40 0.95

9 binarisation thresholds. The images are manually anno-

tated, randomised and split into approximately equally sized

training and test sets (each one covering all 18 documents).

For the 14-dimensional feature descriptor, an accuracy

of 86% for the training set and 82% for the test set is

achieved (cf. tab. I). The results as well as projections of

the feature space document a certain overlap of the good

and medium class. A restriction to the first three features

decreases the accuracy by 1% for the test set. A more

detailed analysis reveals that the shape features in the higher

dimensions of the descriptor primarily influence the variance

among samples already classified correctly using only three

features.

Figure 1 shows some of the test samples ordered by

classification result. The samples classified as good contain

mostly clearly outlined letters but sometimes also letters

with small holes, or straight lines at the edges of a photo.

Samples classified as medium contain mostly letters with

thin strokes, broken lines and sometimes parts of photos.

They are often visually close to the good quality samples.

The image regions classified as bad contain primarily bright

samples with occasional clutter, as well as dark parts of

photos.

In summary, the classification results seem to be reason-

ably good. Since the intercoder reliability (the agreement of

different people labelling the groundtruth, measured e.g. as

Krippendorff’s alpha) has not been measured yet, it is

unclear if better results can be obtained realistically.

B. Parameter Optimisation and Filtering

To analyse the derived legibility function Λ, we compute

its value for the complete range of binarisation thresholds.

Figure 2 plots the results for a few examples.

The first plot (a) shows the legibility for text region.

The output of the function has a single broad maximum

indicating a wide range of viable parameters. The center of

gravity of the function is computed and used to threshold

the original region. The result is a perfectly legible binarised

image section.

Plot (b) shows a less robust example where the parameter

interval 157–226 has not been classified as legible. In this

case the center of gravity provides a good binarisation

result. The span from the minimum to the maximum value

classified as legible is as big as in the previous example.
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a) Binary images classified good b) Binary images classified medium c) Binary images classified bad

Figure 1. Test samples and output of the legibility classifier. For every class, 30 binary images are shown.

Figure 4. Original and binarised version of document “M.5 191 2” (test set)
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a) Perfectly recognised text sample

b) Partly misclassified text sample

c) Part of a photo

d) Background area

Figure 2. Dependency of the legibility on the binarisation threshold for
different image material. The bitmaps on the left show the original gray
value image, as well as a binarised version thresholded at the center of
mass of the legibility curve on the right.

a) Sample document “M.5 191 38”

b) Sample document “M.5 191 112”

c) Sample document “M.5 191 122”

Figure 3. Text and background estimation based on the range of thresholds
classified as good. Dark gray indicates a big range of good binarisation
results and therefore a high text probability.
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Plot (c) shows the output for a part of a photo. For a wide

range of parameters the statistical properties of the resulting

connected regions are indistinguishable from text. However,

since filtering is not expected to transform photos into legible

text, one would apply different methods to graphical regions

anyway.

Plot (d) shows a typical result for a background region.

The function identifies only a very small range of values as

suitable for binarisation. The corresponding binary images

usually show noise, JPEG-artefacts and paper edges.

The derived legibility function therefore seems well suited

to find a good binarisation threshold. In noisy cases, the cen-

ter of gravity serves as a robust candidate. While graphical

areas cannot be distinguished from text areas, empty back-

ground regions can be detected by observing the parameter

range classified as legible.

Based on these observations, a test system for the bi-

narisation of whole documents is built. To this end, the

document is partitioned into overlapping blocks suitable

for the trained classifier. For every block, the legibility is

computed over possible threshold parameters and the center

of gravity is used for filtering. To avoid the emphasis of

compression artefacts, the threshold is set to zero if the

range of good parameters is too small. This results in white

non-text/non-photo areas. A 3 × 3 median filter is applied

to take advantage of the redundancy in adjacent blocks. To

avoid visible borders between the filtering results of adjacent

blocks, thresholds for single pixels are bilinearly interpolated

between four neighbouring blocks. Close to text regions, the

background detection is suppressed to avoid fading of the

text as a result of the interpolation.

The method is evaluated by visual inspection of the

filtering results for a test set of 93 documents (details are

given in our technical report [13], fig. 4 shows an example).

In 80% of the documents, the method is able to find appro-

priate binarisation thresholds that lead to a good general

impression. In no case is the threshold chosen too low.

Stains or lined paper have been solved well. However, the

method is not suited to compensate for the known drawbacks

of thresholding, so unevenly saturated letters often cause

thinned binarisation results.

IV. CONCLUSION

This paper presents a method for the automatic optimi-

sation of filter parameters in the enhancement of historic

documents. To this end, a classifier for the legibility of

binarised text is introduced. Since the method does not

explicitly perform character recognition, it is applicable to

both typewritten and handwritten text. An accuracy of 82%

has been achieved in our experiments. We show that the

classifier is suited to automatically explore the space of filter

parameters in order to identify stable parameter sets. Test

results on 93 documents encourage further experiments with

more sensitive binarisation methods.
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