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Abstract—A graph matching approach is proposed to
retrieve envelope images from a large image database. First,
the graph representation of an envelop image is generated
based on the image segmentation results, in which each node
corresponds to one segmented region. The attributes of nodes
and edges in the graph are described by characteristics of the
envelope image. Second, a minimum weighted bipartite graph
matching method is employed to compute the distance between
two graphs. Finally, the whole retrieval system including two
principal stages is presented, namely, rough matching and
fine matching. The experiments on a database of envelope
images captured from real-life mailpieces demonstrate that the
proposed method achieves promising results.

Keywords-Envelope image retrieval; graph matching; graph
representation;

I. INTRODUCTION

Efficient and accurate retrieval of relevant documents from
a large document image database is highly desired for a
document image retrieval system. A lot of research has been
done in past years for various purposes [1–3].

The application of document image retrieval in postal
domain is proposed in this paper, which is imperative
for postal automation. More specifically, our current work
mainly focuses on envelope image retrieval. A letter
generally undergoes postal processing by passing through
letter sorting machines for a few times. Consequently one
application has been raised, i.e., the relevant information
obtained when the letter passed through a sorting machine
at the first time, should be retrieved by the letter’s image
captured on another sorting machine later.

Despite the comparability between an envelope image
and a document image in terms of composition, there exist
some distinctions such as the complex background in the
envelope images, which usually results in the difficulty of
separating the useful information in the foreground from the
less-important background. In addition, the irregularity of
the layout as well as the various styles of text in the envelope
images are also challenges.

In this paper, we adopt graph as the representation of
an envelope image. Due to the strong representative power
of graph, it can not only describe the features of objects,
but can also model the relations between them, which plays

an important role in human perception [4]. We propose an
envelope image retrieval system based on graph matching.
First, the envelope image is segmented into meaningful
regions as shown in Figure 1, based on which a graph is
generated. Then the similarity measurement between two
images is transformed to distance computation between two
graphs that is often solved by graph matching methods.
Experimental results show that the proposed method is
robust for retrieving envelope images with illumination
variance, noise and skew.

 

Figure 1. Segmented regions of an envelope image.

II. GRAPH REPRESENTATION AND MATCHING

Based on the segmented regions, the graph representation
of an envelope image is generated. Then the distance
between two graphs may be computed based on graph
matching.

A. Graph representation

A graph is formally defined as follows: Let 𝐿𝑉 and 𝐿𝐸 be
a finite or infinite label sets for nodes and edges respectively.
A graph G is a four-tuple 𝐺 = (𝑉,𝐸, 𝜇, 𝜈), where 𝑉 is the
finite set of nodes, 𝐸 is the set of edges, 𝜇 : 𝑉 → 𝐿𝑉 is the
node labeling function and 𝜈 : 𝐸 → 𝐿𝐸 is the edge labeling
function. The node labels 𝐿𝑉 and edge labels 𝐿𝐸 can be
any type, such as integers, vectors as well as symbols.

In our work, a fully connected graph is generated based on
the image segmentation results with 𝑁 segmented regions
(as shown in Figure 1), in which the node 𝑣𝑖 in graph is
corresponding to segmented region 𝑅𝑖(𝑖 = 1, 2, ⋅ ⋅ ⋅ , 𝑁) in
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the image and the edge 𝑒𝑖𝑗 is corresponding to the relation
between two different regions 𝑅𝑖 and 𝑅𝑗 .

1) Node attributes: The node attributes are the features
extracted from corresponding regions in the image. The
attributes of node 𝑣𝑖 are defined as follows:

a) Normalized foreground pixel number 𝐹 . It is defined
as the ratio of foreground pixel number in the region 𝑅𝑖

with respect to total foreground pixel number in the entire
image:

𝐹𝑖 =
𝑓𝑜𝑟𝑒𝑔𝑟𝑜𝑢𝑛𝑑 𝑝𝑖𝑥𝑒𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑖𝑛 𝑅𝑖

𝑡𝑜𝑡𝑎𝑙 𝑓𝑜𝑟𝑒𝑔𝑟𝑜𝑢𝑛𝑑 𝑝𝑖𝑥𝑒𝑙 𝑛𝑢𝑚𝑏𝑒𝑟
(1)

b) Textural features 𝑇 . Gray level co-occurrence matrix of
four orientations, viz., 0∘, 45∘, 90∘, 135∘ are computed for
region 𝑅𝑖. 𝑃𝑗(𝑗 = 1, 2, 3, 4) with a size of 𝑆×𝑆 is used to
represent its square matrix, respectively. Three features are
calculated, i.e., 𝐸𝑛𝑡𝑗 , 𝐶𝑜𝑛𝑗 and 𝐻𝑜𝑚𝑗 . They are defined
as:

𝐸𝑛𝑡𝑗 = −
𝑆∑

𝑎=0

𝑆∑
𝑏=0

𝑃𝑗(𝑎, 𝑏)× log𝑃𝑗(𝑎, 𝑏) (2)

𝐶𝑜𝑛𝑗 = −
𝑆∑

𝑎=0

𝑆∑
𝑏=0

(𝑎− 𝑏)2 × 𝑃𝑗(𝑎, 𝑏) (3)

𝐻𝑜𝑚𝑗 = −
𝑆∑

𝑎=0

𝑆∑
𝑏=0

𝑃𝑗(𝑎, 𝑏)

1 + (𝑎− 𝑏)2
(4)

Then each feature is averaged over four orientations and
the corresponding standard deviation is also computed. Thus,
the textural feature 𝑇 is represented as a vector

𝑇𝑖 = {𝐸𝑛𝑡𝑎𝑣𝑔, 𝐸𝑛𝑡𝑣𝑎𝑟, 𝐶𝑜𝑛𝑎𝑣𝑔, 𝐶𝑜𝑛𝑣𝑎𝑟, 𝐻𝑜𝑚𝑎𝑣𝑔, 𝐻𝑜𝑚𝑣𝑎𝑟}
c) Moment feature 𝑀 . The histogram 𝐻 of region

𝑅𝑖 with gray value between 0-𝐿 is defined as 𝐻 =
{ℎ(0), ℎ(1), ⋅ ⋅ ⋅ , ℎ(𝐿)} where ℎ(𝑘)(𝑘 = 0, 1, ⋅ ⋅ ⋅ , 𝐿) is the
frequency of gray value 𝑘 in 𝑅𝑖. Hence ℎ(𝑘) is normalized
so that

∑𝐿
𝑘=0 ℎ(𝑘) = 1. The second moment of 𝐻 is

applied:

𝑀𝑖 =

𝐿∑
𝑘=0

(𝑘 −𝑚)2 × ℎ(𝑘) (5)

where 𝑚 is the average gray value of 𝑅𝑖.
So the attributes related to node 𝑣𝑖 in the graph is

represented by 𝑣𝑖 = {𝐹𝑖, 𝑇𝑖,𝑀𝑖}.
2) Edge attributes: For each edge 𝑒𝑖𝑗 connecting regions

𝑅𝑖 and 𝑅𝑗 , two attributes, i.e. 𝐶𝑑𝑖𝑠 and 𝐴𝑛𝑔 are employed:
a) Centroid distance 𝐶𝑑𝑖𝑠. Centroid distance between two

regions is represented by the Euclidean distance between
their centers (𝐶𝑥𝑖, 𝐶𝑦𝑖) and (𝐶𝑥𝑗 , 𝐶𝑦𝑗):

𝐶𝑑𝑖𝑠𝑖𝑗 =
√
(𝐶𝑥𝑖 − 𝐶𝑥𝑗)2 + (𝐶𝑦𝑖 − 𝐶𝑦𝑗)2 (6)

b) Angles 𝐴𝑛𝑔. We consider the relative angles denoted
by 𝜃 between edge 𝑒𝑖𝑗 and the other edges adjacent to

the nodes 𝑣𝑖 and 𝑣𝑗 respectively, as illustrated in Figure
2. Suppose 𝐸𝑖 = {𝑒𝑖𝑚∣𝑚 = 1, 2, ⋅ ⋅ ⋅ , 𝑁,𝑚 ∕= 𝑗,𝑚 ∕= 𝑖}
represent all the edges connecting directly with the node 𝑣𝑖
and 𝐸𝑗 = {𝑒𝑗𝑛∣𝑛 = 1, 2, ⋅ ⋅ ⋅ , 𝑁, 𝑛 ∕= 𝑖, 𝑛 ∕= 𝑗} represent all
the edges connecting directly with the node 𝑣𝑗 , where 𝑁 is
the number of nodes in graph 𝐺, then the 𝐴𝑛𝑔 attribute of
edge 𝑒𝑖𝑗 is generated as follows.
Let

𝐴𝑛𝑔𝑖 = {𝜃𝑒𝑖𝑗𝑒𝑖1 , 𝜃𝑒𝑖𝑗𝑒𝑖2 ⋅ ⋅ ⋅ 𝜃𝑒𝑖𝑗𝑒𝑖𝑚}, 𝑒𝑖𝑚 ∈ 𝐸𝑖 (7)

𝐴𝑛𝑔𝑗 = {𝜃𝑒𝑖𝑗𝑒𝑗1 , 𝜃𝑒𝑖𝑗𝑒𝑗2 ⋅ ⋅ ⋅ 𝜃𝑒𝑖𝑗𝑒𝑗𝑛}, 𝑒𝑗𝑛 ∈ 𝐸𝑗 (8)

where 𝜃𝑒𝑖𝑗𝑒𝑖𝑚 is calculated by

𝜃𝑒𝑖𝑗𝑒𝑖𝑚 = arccos(
𝑒𝑖𝑗 ⋅ 𝑒𝑖𝑚

∣𝑒𝑖𝑗 ∣ × ∣𝑒𝑖𝑚∣ ) (9)

Then we define

𝐴𝑛𝑔𝑖𝑗 = 𝐴𝑛𝑔𝑖 ∪𝐴𝑛𝑔𝑗 (10)

For a fully connected graph, the dimension of the 𝐴𝑛𝑔𝑖𝑗
attribute is 2× (𝑁 − 2).

 

Figure 2. Angles between 𝑒𝑖𝑗 and other edges adjacent to the nodes 𝑣𝑖
and 𝑣𝑗 .

B. Graph matching

A number of graph matching methods have been
proposed to measure the similarity of two graphs. While
graph isomorphism tries to find a bijective as well as
edge-preserving correspondence between the nodes of two
graphs to be matched, it’s restricted in real use due to the
demanding constraints. Since in real applications, graphs
are always corrupted by noise or distortions which usually
result in that the graph representation of the same object
in various conditions may be different, so error-correcting
graph matching methods are necessary [5–8].

To speed up the graph matching procedure, we employ
the minimum weighted bipartite graph matching method
[9] to compute the distance between two graphs, i.e. 𝐺 =
(𝑉,𝐸, 𝜇, 𝜈), �̂� = (𝑉 , �̂�, �̂�, 𝜈). The method falls into the
category of suboptimal graph matching, which can solve the
graph matching problem in polynomial time with little effect
on the accuracy of the distance computation.
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1) Node distance computation: The node distance
𝑑(𝑣𝑖, 𝑣𝑖) between node 𝑣𝑖 and node 𝑣𝑖 from 𝐺 and �̂�
respectively is defined by summing up the distance of each
pair of attributes of the two nodes.

a) The distance of attributes 𝐹 is given by:

𝑑𝐹 =
∣𝐹𝑖 − 𝐹�̂�∣
𝐹𝑖 + 𝐹�̂�

(11)

where 𝐹𝑖 and 𝐹�̂� are the 𝐹 attributes of node 𝑣𝑖 and
𝑣𝑖 respectively. The computation of distance between 𝑀
attributes 𝑀𝑖 and 𝑀�̂� denoted by 𝑑𝑀 is similar to that of
𝑑𝐹 .

b) The distance of attributes 𝑇 is defined by:

𝑑𝑇 = 1−∏
𝐾=𝐸𝑛𝑡,𝐶𝑜𝑛,𝐻𝑜𝑚

min(𝐾𝑎𝑣𝑔𝑖,𝐾𝑎𝑣𝑔�̂�)min(𝐾𝑣𝑎𝑟𝑖,𝐾𝑣𝑎𝑟�̂�)

max(𝐾𝑎𝑣𝑔𝑖,𝐾𝑎𝑣𝑔�̂�)max(𝐾𝑣𝑎𝑟𝑖,𝐾𝑣𝑎𝑟�̂�)

(12)

Finally, we define the node distance in the following way:

𝑑(𝑣𝑖, 𝑣𝑖) = 𝑑𝐹 + 𝑑𝑀 + 𝑑𝑇 (13)

2) Edge distance computation: The edge distance
𝑑(𝑒𝑖𝑗 , 𝑒𝑖𝑗) between 𝑒𝑖𝑗 and 𝑒𝑖𝑗 from 𝐺 and �̂� respectively is
similarly defined as the sum of distance between each pair of
attributes of the edges. We refer the distance between 𝐶𝑑𝑖𝑠
attributes as 𝑑𝐶𝑑𝑖𝑠 and the distance between 𝐴𝑛𝑔 attributes
as 𝑑𝐴𝑛𝑔 . The definition of 𝑑𝐶𝑑𝑖𝑠 is similar to that of 𝑑𝐹 in
Eq 11.

We employ the hausdorff distance to compute 𝑑𝐴𝑛𝑔:
For 𝐴𝑛𝑔𝑖 = {𝜃1, 𝜃2, ⋅ ⋅ ⋅ , 𝜃𝑝} and 𝐴𝑛𝑔�̂� =

{𝜃1, 𝜃2, ⋅ ⋅ ⋅ , 𝜃𝑝},
𝑑𝐴𝑛𝑔 = max(ℎ(𝐴𝑛𝑔𝑖, 𝐴𝑛𝑔�̂�), ℎ(𝐴𝑛𝑔�̂�, 𝐴𝑛𝑔𝑖)) (14)

where

ℎ(𝐴𝑛𝑔𝑖, 𝐴𝑛𝑔�̂�) = max
𝜃∈𝐴𝑛𝑔𝑖

min
𝜃∈𝐴𝑛𝑔�̂�

∣𝜃 − 𝜃∣ (15)

ℎ(𝐴𝑛𝑔�̂�, 𝐴𝑛𝑔𝑖) = max
𝜃∈𝐴𝑛𝑔�̂�

min
𝜃∈𝐴𝑛𝑔𝑖

∣𝜃 − 𝜃∣ (16)

𝑑𝐴𝑛𝑔 is normalized by their maximal value obtained.
Finally, the distance 𝑑(𝑒𝑖𝑗 , 𝑒𝑖𝑗) between 𝑒𝑖𝑗 and 𝑒𝑖𝑗 is

defined as:

𝑑(𝑒𝑖𝑗 , 𝑒𝑖𝑗) = 𝑑𝐶𝑑𝑖𝑠𝑡 + 𝑑𝐴𝑛𝑔 (17)

3) Graph distance computation: To compute the distance
between two graphs using the minimum weighted bipartite
graph matching, we first build a complete weighted bipartite
graph 𝐵𝐺 out of the two graphs 𝐺 = (𝑉,𝐸, 𝜇, 𝜈) and �̂� =
(𝑉 , �̂�, �̂�, 𝜈). The process is as follows:

a) Define a bipartite graph 𝐵𝑃 associated with 𝐺 and �̂�
as 𝐵𝑃 = {𝑈,𝑊,𝐸}.

b) Define the nodes and edges in 𝐵𝑃 as follows,

𝑈 = 𝑉

𝑊 = 𝑉

𝐸 = 𝑈 ×𝑊

c) For each edge 𝑒𝑖𝑖 ∈ 𝐸, a weight is assigned as 𝑤𝑒𝑖�̂�
=

𝑑(𝑣𝑖, 𝑣𝑖).
d) The minimum weighted bipartite matching is calculated

with Hungarian’s algorithm [10] and the minimum weight is
interpreted as the total node distance between the two graphs
denoted by 𝐷𝑖𝑠𝑡𝑁𝑜𝑑𝑒.

More specifically, if the node numbers of 𝐺 =
(𝑉,𝐸, 𝜇, 𝜈) and �̂� = (𝑉 , �̂�, �̂�, 𝜈) are 𝑁 and �̂� respectively
(suppose 𝑁 ≤ �̂� ), the minimum weighted bipartite graph
matching gets min(𝑁, �̂�) pairs of node correspondence. We
define a 𝑁 × �̂� matrix called 𝑍 whose elements are either
0 or 1 in the following way, subject to the constraints that
each row in 𝑍 contains exactly one ‘1’ and each column
contains no more than one ‘1’ :

𝑍[𝑖][̂𝑖] =

{
1 If 𝑣𝑖 ∈ 𝐺 is matched with 𝑣�̂� ∈ �̂�;

0 Otherwise;

𝑖 = 1, 2, ⋅ ⋅ ⋅ , 𝑁 ; �̂� = 1, 2, ⋅ ⋅ ⋅ , �̂� .
Based on 𝑍, we get the implying edge distance denoted

by 𝐷𝑖𝑠𝑡𝐸𝑑𝑔𝑒 according to:

𝐷𝑖𝑠𝑡𝐸𝑑𝑔𝑒 =

𝑁∑
𝑎=0

𝑁∑
𝑏=𝑎+1

�̂�∑
�̂�=0

�̂�∑
�̂�=�̂�+1

𝑍[𝑎][�̂�]𝑍[𝑏][�̂�]𝑑(𝑒𝑎𝑏, 𝑒�̂��̂�)
(18)

In real applications, it is common that the node numbers
in two graphs are not the same, that is 𝑁 ∕= �̂� . In this case,
we introduce additional penalty which is defined as:

𝑃𝑒𝑛𝑎𝑙(𝐺, �̂�) = (∥𝑉 ∥ − ∥𝑉 ∥) + (∥𝐸∥ − ∥�̂�∥) (19)

where ∥𝑉 ∥,∥𝑉 ∥,∥𝐸∥ and ∥�̂�∥ stand for the numbers of
nodes and edges in 𝐺 and �̂� respectively.

Above all, the distance between 𝐺 and �̂� is obtained by,

𝐷𝑖𝑠𝑡(𝐺, �̂�) =𝐷𝑖𝑠𝑡𝑁𝑜𝑑𝑒(𝐺, �̂�)

+𝐷𝑖𝑠𝑡𝐸𝑑𝑔𝑒(𝐺, �̂�) + 𝑃𝑒𝑛𝑎𝑙(𝐺, �̂�)
(20)

III. ENVELOPE IMAGE RETRIEVAL SYSTEM

For the retrieval system, the query image should be
matched sequentially with the images in the database. Thus
as the database grows in size, the retrieval response time
will be intolerable. So we divide the retrieval process into
two stages: rough matching and fine matching.

The purpose of rough matching is to eliminate large
amounts of unlikely candidates compared to the query
image, so that the complex graph matching computation
is only applied to the most promising candidates in the
fine matching stage. The flowchart of our envelope image
retrieval system is given in Figure 3.
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Figure 3. Flowchart of the proposed retrieval system.

A. Rough matching

In this stage, we first use the anchoring methods [11] to
map the graph representation of image to a vector space.
The basic idea of anchoring is that instead of comparing
two objects directly in the original domain, we compare their
relative distance to some common anchors. Intuitively, if two
objects are both similar to some common anchors, we can
assume these two objects are similar to each other. Generally,
a few representative objects should be firstly selected as
anchors. Then an arbitrary object can be represented as a set
of distances to these anchors, hence generating a vectorial
representation.

In our work, we first classify the graphs in the database
into several sets according to the number of nodes. Then we
regard the set median graph [12] as anchor graphs.

Formally, suppose the set of anchor graphs are 𝐴 =
{𝐺1, 𝐺2, ⋅ ⋅ ⋅ , 𝐺𝐽}, where 𝐽 stands for the number of anchor
graphs and is usually small (In our experiment, 𝐽 is set as
9). Then the vectorial representation of a graph 𝐺 can be
represented as 𝐺 = {𝐷𝑖𝑠𝑡(𝐺,𝐺1), ⋅ ⋅ ⋅ , 𝐷𝑖𝑠𝑡(𝐺,𝐺𝐽 )}.

In this way, all graphs in the database can be embedded
to vectorial representations in advance. When a query image
𝑄 is specified, it is extracted as a vector in the same way
and compared to all the vectors in the database in a linear
time, generating a shortlist 𝑅 with the images that are most
similar to 𝑄. Since the computation of distance between two

graphs is now reduced to the similarity measure between
two vectors, a lot of mathematic tools in statistical pattern
recognition can be used. Here we simply employ Euclidean
distance. Experimental results show that most of irrelevant
images are filtered out successfully by this process.

B. Fine matching

In order to further refine the retrieval results from the
rough matching stage, the similarity between two images
should be computed directly in the original graph domain.
Thus the query image should be compared with every image
in its shortlist 𝑅 based on graph matching methods. Then
the images most similar to the query image are returned as
the final retrieval results. Since the complex graph matching
algorithm is only operated on a reduced-size set 𝑅 with most
promising candidates rather than the whole image database,
the improvement in efficiency becomes obvious as the size
of database grows larger.

IV. EXPERIMENTAL RESULTS

The database used in our experiments contains 17156
envelope images captured from real-life mail using an
automatic letter sorting machine, among which 300 pieces
undergo another round to obtain a set of query images
with different illumination, various noise levels and skews.
This ensures that, for each query image 𝑄, the database
contains relevant image �̂� captured from the same mailpiece.
This experiment tries to simulate an application in postal
automation that one wants to trace some specified mailpieces
using their images.

On performance test, the query with an envelope image
𝑄 should return an image of the same envelope �̂�, which
is defined as the correct retrieval in our experiments.

The performance evaluation of our envelope retrieval
system in terms of 𝑇𝑜𝑝-𝑛 accuracy (𝑛 = 1, 2, 3, 4, 5) is
shown in Figure 4.
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Figure 4. Performance of the proposed envelope image retrieval system.

In addition, in order to verify the important role of rough
matching stage in reducing the average retrieval response
time, a comparison is made between the retrieval system
with and without the rough matching. Besides, for the
purpose of obtaining a reasonable size of the shortlist for
a query image, an analysis of the effect of different sizes of
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shortlists on the retrieval performance is also given in Figure
5 and Figure 6.

More clearly, we define the ratio of the size of shortlist
𝑅 with respect to the size of the image database as 𝜉𝑅,

𝜉𝑅 =
∥𝑅∥

∥𝐼𝑚𝑎𝑔𝑒 𝑑𝑎𝑡𝑎𝑏𝑎𝑠𝑒∥ (21)

where ∥ ⋅ ∥ denotes the total number of images in a set.
When 𝜉𝑅 = 1, it refers to the retrieval system without

rough matching stage. From Figures 5 and 6, we can
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Figure 5. 𝑇𝑜𝑝-𝑛 accuracy with respect to 𝜉𝑅.
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Figure 6. Time saving with respect to 𝜉𝑅.

conclude that a small 𝜉𝑅 can significantly reduce the average
retrieval response time with little effect on the accuracy. In
our experiment, we have selected 𝜉𝑅 as 0.3 to keep a tradeoff
between accuracy and response time.

V. CONCLUSION

We propose a graph matching based envelope image
retrieval system. The envelope image is first segmented to
different regions, based on which its graph representation
is generated. The retrieval process is divided into two
stages, i.e. rough matching and fine matching, so that
the expensive graph matching is only applied to a set
of potential candidates selected at the rough matching
stage. The experiments demonstrate promising results with
potential applications in postal automation.
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